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NOMENCLATURE

In this document, all equations assume angles in radians, while the text and the figures give angles

in degrees.

T normal accelerometer output, g

Ay, 8, longitudinal, lateral, and vertical accelerometer output, ¢
b reference span, m or ft

C2.Cp,iCp coefficients of roll, pitch, and yaw moment
CL.Cp coefficients of 1ift and drag

Cn.Ca coefficients of normal and axial force
Cx.Cy,C2 coefficients of longitudinal, lateral, and vertical force
¢ reference chord, m or ft

F external applied force, N or 1b

Fx.Fy.Fz components of external applied force, N or 1b
f(.) system state function

Ge* medsurement noise covariance

9{.) system observation function

g acceleration of gravity, m/sec2 or ft/sec?
H altitude, m or ft

h angular momentum vector

I R moments of inertia, kg-m? or slug-ft2

Ixe engine moment of fnertia, kg-m2 or slug-ft2
Inyslxzslyz cross products of inertia, kg-m2 or slug-ft2
J(.) cost function

KasKg upwash and sidewash factors

Lg,Lg dimensional rolling moment derivatives

M external applied moment, N-m or ft-1b

m mass, kg or slug

m€ prior mean of ¢

H,,H5.Mq.nb dimensional pitching moment derivatives

N engine speed, rad/sec

Ng,Ng dimensional yawing moment deri:tives

P prior covariance of ¢

p roll rate, rad/sec or deg/sec

Ps static pressure, N/m2 or 1b/ft2

q pitch rate, rad/sec or deg/sec

q dynamic pressure, N/m2 or 1b/ft2

r yaw rate, rad/sec or deg/sec




> reverence area, m¢ op fec

T thrust, N or tb
t time, sec

u system tnput; or body X-axis wind-relative velocity, m/sec or ft/sec
v total wind-relattve velocity, m/sec or ft/sec

v velocity vector, comporants in m/sec or ft/sec

v body Y-axis wind-relative velocity, m/sec or ft/sec
Wy, Wy horizonta! wind components, m/sec or ft/sec

Wy vertical wind component, m/sec or ft/sec

w body Z-axis wind-relative velocity, m/sec or ft/sec
X spatial x position, m or ft

x System state

x,,x,.x.x.x.y,x.n sensor X-axis positions, m or ft

Y spatial y positton, m or ft

’G"B"lx"ly"ln sensor Y-axis positions, m or ft

z system regponse

zg,za.z.x.z.y.z.n sensor Z-axis positions, m or ft

24,28 dimensional vertical force derivatives

a angle of attack, rad or deg

af flank angle of attack, rad or deg

[ angle of sideslip, rad or deg

Y flightpath angle, rad or deg

A sample interval, sec

] generic control

8 atleron deflection, rad or deg

Sa elevator deflection, rad or deg

ér rudder deflection, rad or deg

nj measurement noise

9 pitch attitude, rad or deg

() roll attitude, rad or deg

[ 4 vector of unknown parameters

0 atr density, kg/m3 or siug/ft3

T lag time constant, sec

v heading angle, rad or deg

M angular velocity vector, components in rad/sec
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1.0 INTRODUCTION

Tnis document examines the practical appitcation of parameter estimation techniques to the problem of
estimating atrcraft stadbility and control derivatives from fiight test data.

The field of afrcraft stabtifty and control exemplifies o successful application of system iden-
tification technology. Workers in the tndustry accept and use System fdentification techniques on a
routine production besis. There certainly are isolated problems (primarily in extending the application
to more difficult situations), but there {s Vittle doubt that the basic applicetion is highly successful.
Major factors contributing to this success include the following: & w}l-understood, physically dertved
model form that is reasonably representative of the true vehicle tn most flight regimes: high-qualttty
measurements of severa) relevant parameters; the abilfty to apply inputs specifically for system
1dmti;1cat1on; and engineers familiar with both system identification and atrcraft stability and
control,

Contrast aircraft stability and control with economics, for instance. Economic models are of dubjous
validity, at best. The measurements are Tittle better than the models {for example, whose numbers for
the inflation rate are best) and are often biased by polttical situations {Vike lowering the federal
budget deficit by redefining methods for computing the deficit). Economic controls are not subject to
manipulation for system fdentification experiments, even assuming that the controls are known. Some econ-
omists insist that the Federal Reserve Bank controls major portions of the economy; others insist that it
has Vittle influence and merely responds to existing conditions. (In etther case, it is not practical to
shut down the Federal Reserve Bank for three months to see what happens, changing nothing else for the
next four years to avoid confusing the issue,)

1.1 SCOPE AND BASIS

This document does not Survey the large number of parameter estimstion techniques applicable to
aircraft stabflity and control, but rather thoroughly examines a single approsch. This concentration
allows us to cover the entire parameter estimation process in sume detail, from planning the flight test
program to evaluating the results. We discuss the kinds of difficulties encountered in practice, with
extensive examples using real flight data. We intend this detailed treatment to serve both as an intro-
duction to the problem and as a guide for practicing engineers. We hope to promote a more complete
understanding than that provided by texts that present only brief examples with “correct” answers, or
that provided by field education, which often arounts to “Here's a computer program to solve the prob-
lem — sometimes it works."

The problems and solutions that we discuss are all real and are based on our own experience at the
Dr{den Flight Research Facility of NASA's Ames Research Center (Ames-Oryden). Although we sometimes
11lustrate the principles with stmulated data, we have encountered al) these issues in real situations.
We omit discussions of numerous potentially important issues that have not yet troubled us., For example,
although finite computer word length may be an important issue on a smalier machine (we do most of our
work on & 60-bit computer) or for a different application, we have yet to encounter finite word length
difficulties that did not stem from more basic sources, such as poorly written problem statements. We
decline to artificially create difficulties for experimentation. Others haye encountered these issues
and treated them elsewhere, and we have 1ittle to add to the discussion.

By restricting our discussion to the scope of our own experience, we achieve a strength that we feel
is lacking in many reports, even those purporting to be practically oriented. We offer a self-critizal
first-hand view of the estimation process, including numerous mundane problems encountered along the way.
Most reports omit mentioning "stupid® errors and other trivial problems that are not relevant to the
final reported results, but these problems can account for the majority of the time spent.

In the flight test environment, results are subject to detailed critical review. If our results
disagree with oredictions, someone will ask where we erred; we need to convincingly defend our results
before an often skeptical audience. If we suggest that the simulator be revised based on our results,
we must demonstrate why the update is worth the work (and hope the pilat notices that the revised simu-
Yator flies more like the airplane). If we suggest that instrumentation errors have occurred, someone
will test it and contradict us. If we request more test data, the scnedulers will complain about mile-
stones and cost. In some flight regimes the controls and handling qualities group wants assurance that
our results are very accurate because they have Vittle margin for error; tn other flight regimes they
may insist that we must be wrong, because if our results are correct, the control system needs to be
redesigned. Throughout this process, few people care if we have an elegant, sophisticated, and {nnova-
tive method; they simply want good results and they want them tmmediately.

This flight test environment fosters a self-critical attitude; it is this attitude, more than any
specific issue, that we try to promote in this document, It is a corrollary of Murphy's law that
although there may be several ways to arrive at acceptable results, there are more ways to get incorrect
results. We have seen too many papers (with impressive claims about having analyzed some complicated
nonlinear problem) where cursory inspection has shown the results to be wrong (they had, as claimed,
analyzed the problem, but the andlysis was wrong). Me certainly do not claim to be free of errors. In
fact, a princ.pal ,advantage of our experience is that we have made (and fixed) more mistakes than most
people. MWe hope that this document will help achieve the goals of the practicing engineer: to avoid
problems m:n possible, to fix the problems that canmot be avoided, and to recognize the problems that
cannot be fixed.

This document emphasizes areas of mature technology. The techniques we discuss have become widely
sccepted, based on a broad background of practical applications. We avoid detailed discussion of



emerging areas of technology, where there are only a few isolated examples of application {even when
some examples are from our own experience). Material on emerging areas rapidly becomes dated and is
inappropriate for this document. Such emerging areas of technology tnclude filter-error algorithms,
optimal fnput design, automatic model structure determination, nonlinear and unsteady aerodynamics, and
helicopter applications. Therc are exdmples of application in these areas, to both stmu)ated and real
dats, but their appropriate role in routine use is not yet clear. The reference 1ist includes numerous
papers addressing these areas.

1.2 OUTPUT-ERROR METHUD

We begin by briefly reviewing the form of the output-error parameter estimation method., (See
Maine and ;liff (1984) for a complete treatment of the development and implications of the following
equations.

The atrcraft is a continvous-time dynamic system. We will assume that measurements are made at
discrete time intervals for analysis on a digital computer. The system equations, in general form, are

x{to) = xo(€) (1.2-1a)
x(t) = fLx(t),u(t),t €] (1.2-1b)
2(ty) = glx(ty),ulty),ty,E 5 + ny (1.2-1¢)

where x is the state, u the input, and 2 the response of the system., We assume that the measurement

noise n is & sequence of independent Gausstan random vectors with zero mean and covariance GG*, The

output-error method does not account for any process noise. We assume that the forms of the f and 9

functio:s are known, The parameter estimation task is to estimate the value of the unknown-parameter
vector &,

The output-error estimate of € is the value that minimizes the cost function
1 i% , . 1 .
VIE) =g &y () - B(0IN6EN)1T2(t) - (8] ¢ 2 (6 - m*P-NE - m)  (1.2:2)

where 2& is the computed response obtained from

Xe(tg) = xo(€) (1.2-3a)
Ke(t) = FLR(t),u(t),5,€) (1.2-3)
I (ty) = 9l& (ty)ulty).ty.€) {1.2-3¢)

The value m. in the cost function is the mean of the prior distribution of £, and P is the covariance.
If there is no prior distribution to be considered, then the last term of the cost function is omitted,

The Gauss-Newton algorithm is an effective means of mintmizing this cost function (Maine and
ITiff, 1984).,

1.3 AIRCRAFT STABILITY AND CONTROL APPLICATION

Afrcraft stability and control involves controlling the attituce and flightpath of an aircraft. The
desired attitude and flightpath are defined by agents external to the stadility and control system:
pilots, guidance and navigation systems, or autoland systems, for instance. In the simplest systems,
pilots decide on a desirable attitude and flightpath and move the control wheels, sticks, pedals, and
other controls in a manner that they anticipate will give the desired results. Mechanical cables connect
the pilot's controls to movable control surfaces on the afrframe or to engine control actuators. Moving
the contral surfaces changes the aerodynamic forces and moments on the atrcraft, thus changing its atti-
tude and flightpath, There is no feedback inherent in these simple control systems; the pilot provides
external feedback by monitoring the aircraft response using the cockpit instruments, the view out the
window, and the "feel® of the airplane, and by appropriately changing the control stick motions.

In a more complicated system, a quidance and navigation computer generates attitude or flightpath
commands needed to maintain the desired trajectory., These commands are in the form of analog or digital
signals, which are sent to the stability and control computer (or possibly to a different program running
on the same computer), The stability and control computer determines che control surface positions
needed to achieve the commanded attitude or flightpath and sends commands to electric or hydraulic sur-
face actuators, which move the aircraft control surfaces. Sensors measure the vehicle motions and feed
back this information to the stability and control computer, which modifies its control surface commands
accordingly.

The descriptions of these two types of Systems are oversimplified, and there are numerous other com-
binations and variants of the system elements. Me make no attempt to cover design or analysis of contro!
systems in this document. That is a major subject i its own right, and there are several references on
the subject (Ogata, 1970). The generalizations here are intended only to establish the background and
purpose of stability and control parameter estimation.
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tion. The firet level involves an open-loop study of how the aircraft would respond to given control
surface motions, A study at this level ignores all issues of feedback; it involves only vehicle aero-
dynamics and kinematics. The second level adds considerations of the control system feedbacks, if any,
These considerations include issues of sensor characteristics, control System logic, and actuator char-
acteristics. The result of a study at this level ts an understanding ot how the vehicle and control
system, operating together, respond to commands. A third level includes the pilot as part of the system.
The aircraft designer must ensure that & pilot can reasonably control the afrcraft,

We normally estimate the stability and control derivatives using only the open-loop, bare ajrframe
model. We look at the control surface motions and the aircraft response. The causes of the control sur-
face motions are irrelevant. In particular, the model applies whether or not the control surface motions
are a result of feedback at some higher level. There are several related reasons for using the open-loop
model, The central reason is that this 1s the simplest system. The simpler the system, the more iikely
1t s that we can get good estimates. Furthermore, the feedback systems are superfluous to our estima-
tion problem. Maine and IN{ff (1984) pointed out that we need to take maximm advantage of previous

informatfon in constructing our system model. We should use parameter estimation techniques only to
fi11 the gaps in our knowledge.

The gap that we are filling here is in our knowledge of the aircraft's aerodynamics. Relative to
our knowledge of the aerodynamics, we have good models of most components of the feedback systems. We
can get accurate data on most actuator and sensor characteristics from both ground and flight test data
without using complicated parameter estimation techniques; in exceptional cases, we may need to include
the actuator or sensor models as parts of the system identification task. If the control system analysts

do not know the control logic, there are very basic problems, which system tdentification techniques are
not likely to solve. :

Another biy gap is in our knowledge of the pilot model. We can make some general statements about
piloting technijues, but accurate quantitative pilot models are as unattainable as good economic models.
There have been attempts to use system identification techniques for pilot modeling, but we are not aware
of any convincing results. We do not discuss the pilot modeling problem in this document. Whereas we
exclude automatic feedbacks from our analysis because simpler techniques are appropriate, we exclude the
pitot model because it makes the problem too difficult. Including dubtous pilot models in our system
would simply corrupt the quality of the stability and control derivative estimates.

This document also ignores, as far as possible, the response of the aircraft structure and propulsion
system. The aircraft structure and propulsion system are appropriate areas for the use of system iden-
tification techniques, and several applications have been made in these areas. However, we consider them
as separate applicatiors that we will not treat extensively in this document. In some cases we cannot
separate the structural, propulsion system, and aerodynamic system responses. We must then consider
these issues in more detail, and the problem is considerably more difficult.,

In summary, we use an open-loop model for estimating aircraft stability and control derivatives. The
mode} ignores structural and propulsion system responses to the extent possible. The mode! includes kine-
matics and the aerodynamic forces and moments acting on the aircraft. The kinematics are well known; we
estimate only the aerodynamic forces and moments .

The preceding discussions point out the importance of defining the scope of the estimation prob-
Tem. A complete model of all aspects of an aircraft response would be intractable; we therefore have
restricted the scope of the aircraft stability and control problem to that which we can reasonably hope
to handle. The other elements of the aircraft are handled separately; designers and control system
analysts can assemble the different element models. Many system identification failures stem from

poorly defining the scope in the original problem statement, posing a problem that is intractable from
the start.

1.4 PURPOSE

As the first step in any practical application, we must establish the purpose of the estimation.
The intended use of the results influences every aspect of system identification, including model selec-
tion, choice of estimation algorithms, experiment design, and evaluation of the adequacy of the results.
In this section we mention some common uses of afrcraft stability and control derivative estimates. A
particular application can involve several of these and other uses.

One of the earliest uses of aircraft stability and control derivative estimation was in validating
wind-tunnel or analytical predictions. Although comprehensive wind-tunnel and analytical testing can
give a reasonable estimate of the flight vehicle aerodynamics, there are several potential sources of
misprediction, sometimes minor and sometimes major: The wind-tunnel models used for most of the testing
are often slightly different from the actual flight vehicle because of last-minute configuration changes.
It 1s difficult or impossible *o precisely match actual flight conditions with scaled wind-tunnel models.,
Reynolds number differences are a standard explanation for discrepancies between flight and wind-tunnel}
resulis. Support system (sting) effects are almost always an issue in wind-tunnel tests; major discrep-
ancies have been traced to sting effects in several programs (Ericsson, 1981). Minimization of support
effects 1s still more of an art than a science. Funding and time constraints necessitate shortcuts in
the wind-tunnel tests (and in the flight tests). For these and numerous other reasons, 1t is always
wise to at least spot-check wind-tunnel and analytical predictions with flight test data, even for
simple configurations.
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test vatidation of predictions. After all, the use of flight data in this role is a tool for finding
errors. It 1s natura) (and appropriate in many places) to emphasize the consistency of the results after
all the errors are corrected rather than to discuss how the errors were found and corrected. The errors
can be as simple as typographic or arithmetic mistakes. More complicatad errors include fatlure to
account for (or incorrect):: sccounting for) Reynolds number effects, sting effects, wind-tunnel wal?
effects, flexibility effects, or propwash (or jetwash) effects. In some cases the data needed to make an
accurate prediction have been available bdefore Flight; they simply have not been used. For instance,
often there are two disagreeing sets of wind-tunnel data, one of which is discarded based on some Judgment
(funding and time typically prohibit running a third independent wind-tunnel test); in some such cases we
have found that the flight results agreed with the discarded set. In most of the situations mentioned in
this paragraph, final reports will emphasize that the wind-tunnel data {appropriately corrected) are in
good agreement with the flight data.

The tendency to emphasize agresment between data sets is appropriate 1f the consistency of the
results is being used to support the thesis that the values are accurate. To evaluate the utility of
estimating the stability and control derivatives from flight data, it 1s valuable to look at a comparison
that is seldom published: the predicted data exactly as used before the first f1{ght compared with the
best estimates combining flight data and predictions after the flight test program is completed. Such
comparisons would reveal that stability and control derivative estimation from flight data has an impor-
tant role in correcting simple oversights and otherwise validating predictions. Because of this role,
stability and control derivative estimation from flight data is indfspensable in any major new aircraft
test program, regardless of how thorough the wind-tunnel test was. In spite of the most thorough wind-
tunnel and analytical test program in history, the flight data for the space shuttle exhibited signifi-
cant disagreements with preflight predictions.

Do not take the preceding discussion of prediction errors as reflecting our position on the ubiqui-
tous question of whether wind-tunnel or flight test data are better; in general, we regard the question
as irrelevant. It suits our purpose in this section to briefly allude to potential problems with predic-
tions, but we devote several subsequent chapters to the potential problems with flight data analysis.
For purposes of our current discussion, the roles of flight and wind-tunnel data are symmetric: The
flight data can be useful in finding problems with the wind-tunnel data, and the wind-tunnel data can
be useful in finaing problems with the flight data. Having the most confidence in the results requires
both wind-tunrel and flight data. Thus, flight data are useful in improving confidence, even if they
can be summzrized by stating that they agree with predictions.

In some test programs, a complete aerodynamic data base must be built using only flight data. This
can occur if there are no wind-tunnel tests or if there are such major deficiencies in the wind-tunnel
data as to make it easier to discard then and use only the flight data (as, for instance, with the highly
maneuverable aircraft technology (HiMAT) program; Matheny and Pangeas, 1981; INiff and Maine, 1982). In
this case much better coverage of the flight envelope is needed. It is no longer sufficient to spot-
check a few flight conditions and say that the predictions look reasonable. The end uses of the flight-
estimated stability and control derivatives are similar, whether they are used alone or in conjunction
with predictions.

Flight estimates of stability and control derivatives play an important role in envelope expansion
and safety of flight during flight test programs, As the demonstrated. flight envelope of an aircraft
expands, engineers examine stability and control derivative est imates for unexpected trends that might
make flight unsafe in some regimes. This monitoring can be done during the flight or between flights.

Computer programs for analyzing aircraft stability, handling qualities, and control systems make
direct use of stability and control derivative estimates. These programs can analyze the aircraft as
it 1s, or they can analyze the effects of proposed changes in the control system.

High-fidelity simulators are increasingly necessary in modern flight research and test programs and
in operational use. For many years, simulators have been used for flight planning and pilot training,
both to save expensive flight time and to minimize risky flight operations, such as training for emer-
gency conditions. As aircraft become more complex and as flight envelopes expand to include unconven-
tional regimes, the need becomes greater for using simulators as integral parts of the flight test
programs. Control systems and, to the extent possible, handiing qualities must be tested on simulators
before committing to flight. The design and refinement of complex modern control systems operating over
Targe flight envelopes require higher-fidelity simulators than were needed for pilot training. These
high-fidelity simulations require complete stability and control data that give an accurate representa-
tion of the actual flight vehicle. For many years, every major flight project at Ames-Dryden involving
stability, control, or flying qualities has included a high-fidelity simulator updated with fiight-
determined stubility and control derivatives.

For most of these purposes, we care Tittle about the phenomenology of the aerodynamics; we need only
know the end result of how the aircraft responds. Thus, we may be relatively indifferent to some model
distinctions. For instance, the parameters Cmq and cm& both affect aircraft damping in pitch. In many

flight regimes, the aircraft responses are identical (within the accuracy of our measurements) whether
the damping arises from Cmq or G- Therefore, 1f we are restricted to such flight regimes and if our

purpose is solely to construct an accurate simulation, we need only estimate the sum Cmq + cm&. To
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For other purposes, however, the phenomenology might be of primary interast. We might be using the
stability and control derivative estimates as an aid to understanding aerodynamir flow phenomena. In
such a case, C,q and Gy, are quite distinct because they arise from different flow phenomena. This

simple example illustrates how a choice of model form (C.,.q and Cye summed or distinct) can depend on the
purpose of the estimation.

1.5 FLTGHT TEST PROGRAM

In this section we give an overview of the f1ight test procedure for estimating stability and control
derivatives. This overview also Sirves as an outline of the subjec*: covered in the rest of this docu-
ment. Figure 1,5-1 {llustrates the major steps of a flight test program. The individual items are
elaborated below.

You need to develop a test plan that addresses all the fssues mentioned in this section. This plan
need not be a formal writter document. It may be unreasonable to make detailed plans for the entire pro-
Ject before it starts. For instance, you probably will nead to examine some of the raw data before
making final decisions about data filtering and preprocessing. At a minimum, you need to make a menta)l
checklist of what needs to be accomplished at each stage of the project. Otherwise it is easy to omit
small but important items, such as measuring the instrument positions.

The first element of the test plan is a statement of the objectives. In Section 1.4 we discuss the
importance of the objectives and the influence that the objectives can have on the approach. A statement
of objectives should be concrete and should include acceptable forms of the results. For instance, it
is important to know whether a single model, which describes the atrcraft over its entire envelope, is
required, or 2 set of models, each valid in 2 part of the envelope, is acceptable.

You must establish the requirements for predicted derivatives and a source of data to meet these

requirements. You may also need to determine how to obtain the atrcraft mass characteristics. Chap-
ter 5 discusses mass characteristics and preflight predictions.

You need to define the necessary flight maneuvers, as described in Chapter 6. Chapters 7 and 8
discuss the requirements for instrumentation and data systems adequate for stability and control analy-
sis. Establishing and implementing fnstrumentation requirements are among the long-lead-time processes
and must be addressed early in the flight test program. Preprocessing of the measured flight data to get
it in a form usable for analysis can be a major effort.

You need tc define the appropriate equations and analysis methods. Basic forms and some variants of
the aircraft equations of motion are discussed in Chapters 2 and 3; analysis methods are discussed
throughout this document.

As the final step of the estimation process, you must evaluate and present the results. The form
of presentation should be tied to the acceptable forms established in the statement of objectives.
Chapter 9 discusses issues related to evaluating and presenting results.

An important facet of the entire process is the interplay between steps. Although we lay out the
steps in a linear fashion, the steps can seldom be separated so neatly in practice. Results from each
step influence decisions in other steps. In many cases, you will need to revise earlier decicions based
on later results., For instance, unexpected trends in the estimates might justify extra instrumentation,
additional maneuvers, or alternative analysis methods. Inflexibility and refusal to reevaluate previous
decisions invite poor results.

Any realistic flight test plan should include generous allowances for unexpected problems. The
positive-sounding term "success-oriented" philosophy is a currently popular management euphemism for
ignoring problems and hoping they will go away, usually an attempt to avoid admitting that the program is
over budget, behind schedule, and under performance. (A more traditional description of this philosophy
is overoptimistic).

In an extreme case, the success-oriented program starts with the lowest qualfty data system that
someone can argue should be acceptable; the test program consists of a quick series of flights with one
maneuver at each of a few questioned flight conditions; then the instrumentation is removed, and the
airplane is sent off for other uses before any data are analyzed. Such a plan minimizes projected cost
and time in the unlikely event that nothing goes wrong. Unfortunateiy, there is little or no allowance
for error. Problems that would have been minor in a better-planied program (perhaps only requiring an
extra flight) can completely invalidate the data ‘n a success-oriented program. For example, if the dats
recorder were to fail (as happened to some recorders on a few shuttle flights), more time and money could
have been saved by forgetting about the tests in the virst place. More likely, the data will be full of
obvious inconsistencies {or worse, unobvious ones), If the data are analyzed and the results are dif-
ferent than predicted, the extreme success-oriented program would disregard the results anyway, hoping
that an error was made or that it might not matter. If a test program does not merit better treatment
than this, 1t s not worth doing.
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document reflects such problem-oriented philosophy. We point out the kinds of problems that commonly
occur, how to identify them, and how to fix them or work around them. Our experience 18 that such a
problem-oriented approuch is the best way to ensure success, while a success-oriented approach is the
best way to ensure lasting problems,

Figure 1,5-2 shows relationships among several of the major areas of aircraft stability and control
estimation: input, vehicle, measurements, and analysis. We discuss all of these in this document., The
following 1ist of AGARD documents relates to the areas depicted in Figure 1.5-2. The hibliography at the
end of this document lists these and other references in the field.

A:  INPUT Flight/ground testing
AGARD, 1976, Nos. 6, 8, 13
Optim.! input design AGARD, 1983, Nos. 38, 15, 16, 17A
AGARD, 1979, No. 3
AGAR), 1975, No, 12 Dynamic stability parameters
AGARD, 1978, MNos. 14, 15, 17, 18
Flight test program design AGARD, 1981, No, 10

AGARD, 1977, Mos. 5, 11, 12, 13
C: MEASUREMENTS

B: VEHICLE
Flight test instrumentation
Fixed-wing atrcraft AGARD, 197%, Mo. 4
AGARD, 1979, No. 6 AGARD, 1972-1983, Vol. 1
Rotorcraft Signal filtering
AGARD, 197%, No. 7 AGARD, 1972..1983

AGARD, 1983, No. 16

Wind-tunnel and free-flight models D: ANALYSIS
AGARD, 1979, No. 10

AGARD, 1983, No. 17A Maximum likelihood methods
AGARD, 1979, No. 2
Extreme flight regimes Maine and ITiff, 1984
AGARD, 1979, No. 8
AGARD, 19792, Nos. 1, 1 Flightpath reconstruction
linear regression methods
Ciosed-loop aspects AGARD, 1979, No. 5

AGARD, 1979%, No. 11
Frequency domain methods
Aeroelastic flight testiny AGARD, 1979, No. 2
AGARD, 1972-1983, No. 9
AGARD, 1983, Nos. 18, 19, 20

| Develop plan and establish cbjectives |
T

L Obisin predicted derivatives |
1

{__ Dwtermine mass characteristics |
]
[ Pertorm flight maneuvers ]

l Measure and record data J

| Preprocess data | |
1 Amlyl data 1
] Enm:mum )
Figure 1.5-1. Steps of a Figure 1.5-1. Airoraft stability and oomtrol

flight test program. estimation.
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2,0 AIRCRAFT EQUATIONS OF MOTION

This chapter defines the signals pertinent to aircraft stability and control analysis and derives the
aircraft equations of motion, ghesu equations form the basi, for atrcraft stability and control aralysis,
The derivations of this chapter assume that the aerodynamic characteristics are known. Chapter 3 dis-
cusses the application of parameter identification to these equations in order to estimate the stability
and control derivatives,

2.1 SIGNAL DEFINITIONS

In this section, we define the fnput, state, output, and other signals pertinent to the afrcraft sta-
bility and control problem,

2.1.1 Control Surfaces

The usual inputs to the aircraft stability and conrol equations are the control surface positions.
Me bastc aircraft control surfaces, illustrated in Figure 2.1-1, are the elevator (8a), atlerons (8a),
and rudder {&p). The elevator and ailerons can be separate surfaces or can represent symmetric and anti-
symmetric deflections of a single pair of surfaces usually called elevons (from elevator and aileron).
Control surface arrangement is highly configuration dependent: Various combinations of flaps, spotlers,
canards, reaction control jets, or other control aevices are possible, in addition to or instead of the
basic three controls. Events, such as weight dropping, can also constitute inputs.

Our usual conventions for control surfaces are as follows: A1l surface positions are angular deflec-
tions measured normal to the hinge line. Positive deflection is trailing edge down or trailing edge left
(port), depending on the surface ortentation (as shown in Figure 2.1-1). Ai?éron deflections and other
antisymmetric control combinations are defined as left surface position minus right surface position.
These conventions are not unfversal; in particular, some authors define aileron deflection as one-half of
our definition or with the opposite sign, Sign conventions are worth verifying on each aircraft because
there is no universal standard.

2.1.2 Body-Axis System

Most of the quantities of interest to us are referenced to aircraft geometric body axes, shown in
Figure 2,1-2, The origin of the body-axis system is at the center of gravity (we could work from some
other origin, but placing the origin at the center of gravity significantly simplifies the model). The
positive X axis points forward, out the nose of the aircraft; its exact orientation is defined for each
aircraft model. The positive Y axis points to the right, and the positive Z axis points down to complete
a right-handed axis system. The entire axis system moves and rotates with the aircraft.

2.1.3 Euler Angles

The aircraft attitude with respect to the earth is defined by the three Euler angles Y (heading
angle), © (pitch attitude or pitch angle), and ¢ (rol1 attitude or roll angle). These angles define the
rotations that transform earth-fixed axes to aircraft body axes at any particular instant of time. The
order of rotation is important. Start from earth-fixed axes, where X} is north, Y) east, and Z] down.

Rotate first by the angle Y about the Z) axis to define the rotated axis system (X2,Y2,22) (22 is iden-
tical to Z)}. If we imagine an aircraft attached to the axis system as it rotates, zero ¥ is nose north,
and positive ¥ rotation is clockwise. Then rotate by the angle © about the Y2 axis to define a third
axis system (X3,Y3,Z3) (Y3 is identical to Y2). Note that the o rotation is about Y, not Y1. Zero o is
nose level, and positive © is nose up. Finally rotate by the angle ¢ about the X3 axis to arrive at the
aircraft body axes (X,Y,2) (X is identical to X3). lero ¢ is wings level, and positive ¢ is right wing
down. Figure 2.1-3 illustrates the Euler angles.

These definitions allow multiple solutions for (¥,6,4) for any given aircraft attitude; for instance,
1t is easy to see that a (v,6,¢) of (0°,0°,0°) is equivalent to (180°,180°,180°). We normally define ©
to lie in the range (-90°,90°). The Euler angles are then unique except when © is exactly 90° or -90°,

The transformation of a vector from earth axes Ve to body axes Vp is the product of the three rota-
tion matrices. \

1 0 vj cos © 0 -sin o cos ¥ siny¥ 0
Vb =|0 cose sine|; O 1 0 -sin¥ cosY O Ve
Lsin © 0 cos ©

(0 -sin & cos ¢ 0 0 1
[ cos © cos Y cos 6 sin ¥ -sin ©
sin ¢ sin 9 cos ¥ sin ¢ sin @ sin ¥ sin ¢ cos © " {2.1-1)
= - cos 6 sin ¥ + cos ¢ cos ¥ e
cos ¢ sin ~cos ¢ cos ¢ sin @ sin ¥ cos % cos ©
+sitn ¢ sin ¥ - sin ¢ cos ¥



The inverse transformation is

-sfn ¥

0

stn o

-

0 0

cos ¥ 0 cos © 1
Vo »|sin? cosy O 0 1 0 cos ¢ -sin oJ L[
0 0 1ll~sth® 0 cos e 0 siné¢ cos ¢
cos ¥ cos 6 cos ¥ sin 6 sin ¢ cos ¥ sin 6 cos ¢
- sin Y cos ¢ +sin v sin ¢
= | sin Y cos © sin ¥ sin 0 sin @ sin ¥ sin 6 cos ¢ |V (2.1-2)

+ cos ¥ cos ¢ - ¢cos ¥ sin ¢

-sin © cos © sin ¢ cos O cos ¢

2,1.4 Angular Rates

We define the body-axis aircraft angular rates as
respect to inertial space) on the body axes. This def
defines the vector in inertial space; this is
to the body axes is zero by definition
and yaw rate r are the components cf the angular velocity in the
tively. The sign conventions follow a right-hand rule:
positive yaw rate is nose moving right; positive pitch rate

2,1,8 Wind-Relative Velocity

For stability and control analysis, we are seldom interested
to earth. 1he velocity of the atrcraft relative to the air,
central importance. It is often convenient to consider thi

hits the aircraft (the sign convention is then that the vector points in the
The components of this vector in the X, Y

relative wind comes). These two definitions are equivalent,
and I body axes are u, v, and w, respectively,

For many purposes, it is more convenient to express the wind
ordinate system instead of by the Cartesian components u, v, and
wind-relative velocity is

VaWuZ+ vl + g
The angle of attack a and the angle of sideslip B are defined by

a = tan-] %

8 = sin-l

<<

Figure 2.1-4 shows the geometry of these definitions.

The angle of sidesiip defined by Equation (2.1-4b) is not ex
sideslip vane (see Section 8,5). A sideslip vane measures the f

-1V
of = tan 1 T

The flank angle of attack is related to the angle of sideslip by
tan 8 = tan af cos o

We use the angle of sidesiip in the equations derived in this do
corresponding equatfons in terms of the flank angle of attack.

We can invert Equations (2.1-3) and (2.1-4) to give

Positive roll rate

projections of the angular velocity vector (with

inition may seem a 1ittle awkward in that it first
because the angular velocity of
and thus is not a useful quantity.

the atrcraft with respect
The roll rate p, pitch rate q,

Y, and 1 directions, respec-

1s right wing moving down;

body X,

is nose moving up.

in the velocity of the aircraft relative

called the wind-relative velocity, is of
S as the velocity with which the relative wind

direction from which the

*

~relative velocity in a spherical co-
w. In the spherical system, the total

(2.1-3)

(2.1-42)

(2.1-4b)

actly the quantity measured by a normal
lank angle of attack, defined by

(2.1-5)

the equation
(2.1-6)

cument, It is possible to derive

u=VYcos acosp (2.1-7a)
veVsing (2.1-b)
w=Vsin acos s (2.1-7c)
Note that Equation (2.1-7) cen be written in the form
u cos a 0 -sinal[cos 8 -stnp 0O
v)e 0 1 0 sin 8 cos s O0]i0 (2.1-8)
w sin a 0 cos 0 0 1jto



wai1ch 13 a product of two rotation metrices and the velocity vector in a relative-wind-oriented coor-
dinate system (called wind axes). The order of the two rotations is important.,

2.1.6 Linear Accelerations

The definition of body-axis linear accelerations is similar to that of the body-axis angular rates.
The body-axis linear accelerations of any point on the aircraft are the projections of the acceleration
vector of the point (with respect to tnertial space) on the body axes. Note that the accelerations,
unlike the angular rates, are different for different points on a rigid aircraft. When the term acce!-
eration is not qualified with a position, it usually refers to acceleration of the center of gravity.

Linear sccelerometers are important sensors for stability and cortrol data analysis and for contro)
system feedback. Such acceleromete.s measure the body-axis accelerations, excluding the component of
acceleration due to gravity or other internal forces. Equinlmtlk we could say that an accelerometer
measures the nterm?ly applied force on the accelerometer case. us, an accelerometer will indicate
i g of upward acceleration for an aircraft in steady level flight. The actual acceleration in steady
level flight 1s zero, composed of 1 g of upward scceleration from 1ift plus 1 g of downward accelera-
tion from gravity; an accelerometer will measure only the acceleration from 1ift in this situation,
For many purposes, accelerometer measurements are actually more useful than true acceleration measure-
ments would be; if we had measurements of the true acceleration, we would often need to subtract the
gravity contribution,

Aeronautical engineers (including ourselves) often tnaccurately use the term “accelerations” for the
linear accelerometer outputs, implying that the second derivative of positfon is the acceleration plus
the gravity contribution. The usage is sloppy, but there is not an accepted better term. Terms 1ike
“accelerometer output® are awkward; the term "specific force" is used occasionally but is not universal,

The three components of accelerometer output are 2p, 3y, and ay. The a, component, called normal
acceleration, is positive upward; note that this is in the negative Z direction. Occastonally you will
see 2z, positive down, substituted for a, in order to make the accelerometers consistent in sign with
the axis system. However, the use of a, is far more common, 11ft always being thought of a: positive
upward, and we adopt a, in this document. The ax component, called longitudinal acceieration, is positive
forward, along the X axis. The 2y component, called lateral acceleratior, is positive to the right,

along the Y axis.
2,2 SIX-DEGREE-OF-FREEDOM EQUATIONS OF MOTION

In this section we briefly outline the derivation of the aircraft equations of motion. Most aircraft
dynamics texts (Etkin, 1959) give more detailed versions of these derivations, starting from the equations
for a point mass. Gainer and Hoffman (1972) present a more general set of equations than we use here,

2.2.1 Newtonian Mechanics

We take as a starting point the nonrelativistic, rigid-body equations of motion in a nonrotating
inertial axis system., This coordinate system could be fixed with respect to either the earth or the air
(assuming that the wind velocity is constant in both time and space); for our purposes here, it is best
to use a coordinate system fixed relative to the air. The basic equations are the linear momentum and
angular momentum equations:

= —d v -
F m (mV) (2.2-1)
d
M= Ty (h) (2.2-2)

where F is the externa) applied force, M the external applied moment about the center of gravity, V the
velocity vector, and h the angular momentum vector about the center of gravity. Nonrotating coordinates
are somewhat awkward because ocur measurements are made primarily in the rotating body-axis system;
furthermore, the inertia tensor is a rapidly changina function of time in the nonrotating system.

We need to transform Equations (2.2-1) and (2.2-2) to the rotating atrcraft body-axis system. Let w
be the angular velocity vector of the body-axis system with respect to inertial space. The rules for
transforming vector derivatives into rotating coordinate systems give

Fe :‘: (Y) + w x (mV) (2.2-3)

M- .:.{ () + w xh (2.2-4)



VAt iume Of the ving. or€ 1N Lhe rotating body-axis system. The 4/6t operator denotes the vector of dert-
vatives of the vector components; in a rotating axis system this is not the same 4s the derivative of the
vector, because the components in the rotating axis system change due to this rotation even if the vector
1s constant in inertial space,

The angular momentum |s given by

lx "x‘v "xl
hefoly ly ey, (2.2-5)
“lay elyy I

The matrix in Equation (2.2-5) 13 the tnertia tensor (Etkin, 1959) expressed in the body-axis system.
The components of » in the body-axis system are (p,q,r) by definition. The curomnts of V in the body-
axis system are (u,v,w) by definition. For atrcraft stability and control applications, we can neglect
tine derivatives of m and the inertia tensor. With these substitutions, we can write Equations (2.2-3)
and (2.2-4) in scalar form as

Fy = m(v + qw - rv) (2.2-62)
Fy = m(v + ru - pw) (2.2-6b)
F2 = m(w ¢ pv - qu) (2.2-6c)
Nx = ply - qlgy = Pl + w1z - Iy) + (r2 - q2)ly; - palyz + rplyy (2.2-7)
M= Blay + dly - Flyz ¢ Ly - 1) 5 (02 - 2)1q - qrigy ¢ paly; (2.2-m)
M= Pl - Qlyg + £l + Pa(ly - Iy) + (a2 - p2)Iyy - rply, + qrl,, (2.2-7c)

where Fx, Fy, and F7 are the components of the external appliied forces; Mx. My, and M7 are the com-

ponents of the external applied moments. The angular velocities in these equations are in radians
per second.

2.2.2 External Forces and Moments

Let us now examine the external forces and Mmoments. We consider two components of the external
moment (for more complete equations, see Gainer and Hoffman (1972)). The most significant component is
t(:ge aerodgg;v;ic moment, We write the aerodynamic moments in terms of the nondimensional coefficients

tkin, 1 :

MXyero = QsbCy (2.2-8a)
MYaero * 95¢Cn (2.2-8b)
Hz“’_o = qsbCp (2.2-8¢)

where q 1s the dynamic pressure, s the reference area, ¢ the reference chord, b the refererce span, and
Cq: Gy, and Cn are the coefficients of rolling, pitching, and Yawing moments. These coefficients are

functions of the aircraft state (see Section 2.4),

The other component of the moment that we consider is the gyroscopic moment from the rotatin
machinery in the engine. We must consider this as an external applied moment because Equations ?2.2-3)
to (2.2-5) assume that the vehicle is a rigid body with no internal moving parts. The engine gyroscopic
coupllngeii significant for some aircraft. The following equations assume that the engine is oriented

ax

along t s. Gemaralization to arbitrary ortentation is sy, The total applied moments are
Mx = qsbCy (2.2-9a)
My = gscCy + Nrl,q (2.2-9)
Mz = qsbCn - Mqlxe (2.2-9c)

where I,o is the moment of inertia of the rotating mass of the engine and N the engine speed in radians
per Second.
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We consvder three components of the applied forces.
in terms of the nondimensional coefficients they are

fx sero * iscx
FYaero * qsCy

Flyero = 932

The first component is the serodynamic forces;

(2.2-100)

(2.2-100)

(2.2-10¢)

where Cx, Cy, and Cz are the coefficients of X force, ¥ force, and Z force. These coeffictents are func-

tions of the aircraft state (see Section 2.4),
normal force Cy and the coefficient of axial force Ca de7ined as

It is also common to work in terms of the coefficient of

Cn = -C2 (2.2-112)
Ca = Cx (2.2-11b)
The second force component is gravity, which exerts a force mg alung the earth 2 axis. Using
Equation (2.1-1), we can transform the gravity force into body axes:
F;’,,“ = -mg sin © (2.2-12a)
Fy"" = mg sin ¢ cos @ (2.2-12b)
Flgnv = mg cos & cos © (2.2-12¢)

The third force component is the engine thrust T, which we assume is along the body X axis,

Generalizatton to arbitrary ortentation 1s easy. The tota) applied forces are then
Fx = qsCyx - mg sin 6 + T
Fy » qsCy + mg sin & cos 6

Fz = qsCz + mg cos ¢ cos
2,2.3 Euler Angles

(2.2‘13.)
(2.2-13b)

(2.2-13¢)

Since body-axis forces are runctions of the Euler angles, we will need the equations for evolution of

the Euler angles,

Assuming a flat, nonrotating earth, the total angular velocity of the aircraft

can be expressed as the sum of f. 6. and & cwomnts.. These components are not mutually orthogona'l:
The ¥ Component is in the earth-axis Z direction, the 6 component is in the Y2 direction, and the ¢ com-

ponent is in the body-axis X direction.

We transform all these components into the body-axis system

ind equate the sum to the body-axis components of the angular velocity as follows (see Equation (2.1-1)):

P L 0 0 7 ['0' 1 0 0 cos © 0 <sin o
q] =|0|+|0 cos® sineol[8]+|0 cos e sine 0 1 0 0
r] o 0 <sin ¢ cos @ _OJ 0 -sin¢ cosolsine 0 coso]l¥
[1 (] sine T[4
=]0 cose sinocosof|d
[0 -sin ¢  cos ¢ cos o) LV

Inverting this equation gives
$=peqtanosine+rtanocos e
d2qcos ¢-rsine

¥=rcos ®sec0+qsineseeo

(2.2-14)

(2.2-152)
{2.2-15b)

(2.2'1&)



€64 Polar Coordinate Velocity Form

For many purposes, it is more conventent to have the equations in tems of q, 8, and V than in terms
of u, v, and w, The aerodynamic forces and moments are easier to visualize and express in terms of a,
8, and V. Furthermore, we can directly measure flow angles closely related to a and 8. We do almost
A1l of our analysis in the a, B and V coordinstes. The primary diudunnr of the (a,8,V) system is
that tt is singular at zero velocity, where a and 8 are not defined; therefore the {a,A,V) system is
inappropriate for hover conditions. The (a,B8,¥) system also has singularities at g of 290°, but these
are seldom of concern.

To derive the (a,8,V) cquations, first differentiate Equations (2.1-3) and (2.1-4) to obtatn

Ve % (Wi + vw + ww) (2.2-16a)

i H (2.2-16b)
w

Ba W 024w2) - v vl (2.2-16¢)

vV - Vg 2l + 02)

Substituting for u, v, and % from Equation (2.2-6) and for u, v, and w from Equation (2.1-7) aives

F F F
be- n—x-cos acos @8 + i—'— sin 8 0-.—2- sin a cos g (2.2-17s)
. 1
- _— -F - .2-
v o s (Fz cos a « Fy sin a) + q - (tan 8)(p cos a + r sin a) (2.2-17)
L) 5'—:%—1 Fy +psina-rcos a- —:;31 (F2 sin a + Fy cos a) (2.2-17d)

Substituting from Equation (2.2-13) for Fy, Fy, and Fy gives

V.. %’— cuuind + g(cos & cos © sin ~cos 8 + sin ¢ cos @ sin 8 ~ sin @ cos a cos B) (2.2-18a)

#iT.-cosacosa

a B - ——gl—- + - . + {
o AV cos B CL+4q- (tan 8)(p co. a + r sin a)
+ L (225 @ (s 0 cos a + sin © sin a) -1Sina (2.2-18)
Vcoss mV cos 8

. a5 ¢
8 %CV“"dfpsinc-rcos a+%couasin0cose

+ —-‘“c ® (g cos a sin @ - g sin a cos o cos 0+ % cos a) (2.2-18c)

where the stability-axis force coefficients are
€. = €7 cos a+Cysina {2.2-19a)
D = Cx cos a - €2 sin a (2.2-19b)

and to simplify the furm of the equations, we have defined the wind-axis coefficients
cmiﬂd - CD cos 8 - CY sin [} (202‘20.)

C'-’nnd = Cycos 8 +Cpsing (2.2-20b)




B TEY N e TS WW hywWEe Wi

Ne have now derived the body-axis six-degree-of-freedom equations of motion. We have two equivalent
forms of the equations, depending on whether the alr-relative velocity is expressed in rectangular or
polar coordinates. For the rectangular coordinate form, collact Equations (2.2-6), (2.2-7), and (2.2-15),
substituting from Equations (2.2-9) and (2.2-13).

G--E!-CX-qw+rv-gsin0¢% (2.2-21a)
Ve 23 Cy - ru + pw + g sin ¢ cos © (2.2-21b)
w -25 Cz -Pv+qu+gcos ocos @ (2.2-21¢c)
Plx - Qlyy = Flyy = QsbCy + ally - Iz) + (e2 - r2)lyz + palyp - rplyy 12.2-21d)

Play + aly = Flyp = Gscly + rp(Iz = Ig) + (r2 - P2)Ixz + arlyy = palyy + Nrlye  (2.2-21¢)

'alll - al,l + ;‘lx = istn + N(l‘ - !’) + (Pz - qz)l" + "plyz - qfluz - le. (2-2'21')

$=peqtanosine+rtan 6cos ¢ (2.2-219)
d=qcos o-rsine (2.2-21n)
¥ = rcos ¢ sec 0+ qsin ¢ seceo (2.2-211)

For the polar coordinate form, use Equation (2.2-18) 1in place of Equations (2.2-21a) to (2.2-21c), giving

Ve gicovind + g(cos @ cos @ sin a cos 8 + sin ¢ cos © sin 8
- sin 6 cos a cos 8} + ;— C0S a cos B (2.2-22a)

&--_..j.S_cL+q- (tan 8)(p cos a + r sin a)

mY cos 8
g Tsina .2
+ V cos 3 (cos @ cos 0 cos a + sin @ sin a) W cos s (2.2-22v)

. as
] gvcv“nd+psina-rcosc+%cosasin ¢ cos ®

+ 5’3—’ (9 cos asin 6 - g sin a cos @ cos 6 + {- cos a) (2.2-22c)
5Ix - q'l“ - :‘I‘z = ast‘, + qr(l’ - Iz) + (qz - l‘z)lyz + pqlxz - rpl” (2.2-22d)

“Plyy + qly = Fly; = §scCy + rp(I; = 1) + (r2 - P2)Ixz + arlyy - pqly, + Nrlye  (2.2-226)
“Plyz - Qlyz + Iz = qsbCp + pa(ly - Iy) + (02 - @@)Iyy + rply, - qrly, - Nql,e  (2.2-22f)
d=p+qtanosine+rtan ocos ¢ (2.2-229)
d=qcos ¢-rsine (2.2-22n)

¥ =rcos ¢ sec 6+qsin ¢ seco (2.2-221)



tither OF these gystems of nine coupled nonlinear differential equations describes the aircraft
motion. The inertia tensor 13 always an fnvertidle matrix (it fs usually nearly diagonal), and thus
Equations (2.2-21d) to (2.2-21f) are solvable for the dertvatives of Py Q, &nd r.  The explicit inver-
sion 1s messy, and it {s more convenient to write the equations in the form shown here and use & Numer-
{cal inversion routine for the solution.

The equations assume nonreltativistic mechantcs, a rigid vehicle, and a flat, nonrotating earth, The
equations are valid in a constant wind but do not account for wind shears or fluctuations. The time rate
of change uf mass and inertia is assumed negiigible, and fuel sloshing effects are ignored. There are no
small-angle approximations, but the equations have singularities at @ = 290°. The polar coordinate form
al30 has singularities at zero velocity and at g = 290%, Engine inertia and thrust terms are included,
nswin’ that the engine alignment and thrust vectors are along the X axis, The equations are given in
terms of body axes referenced to the vehicle center of gravity.

The force and moment coefficients are functions of the atrcraft state. Me must know these functions
before we can integrate the equations, but we will put off that 1ssue unti! Section 2.4,

2.2.6 Spatfal Position

Each set of equations in the prcvious section included only 9 of the 12 differential equations
describing the rigid-body motion of the aircraft. Three differential equations for the spatial posti-
tion are needed for a complete set. Although the spatial position equations are seldom rrlevant to
aircraft stability and control analysis, we present them here for completeness. These eq.ations are
recassary for simulations that include navigational considerations. In special situations, such as in
ground effect or with an autopilot driven by navigational signals, the spatial position equations can
also become pertinent to stadility and comtrol.

To derive the spatial position equations, simply use Equation (2.1-2) to transform the body-axis
velocity (u,v,w) into earth axes. We will also allow for a constant wind. Let X and ¥ be tha position
in the earth-fixed X 2nd Y coordinates. For the third spatial position variabdle, we use altitude H,
which Increases in the negative 2 direction. The resulting (X,Y,H) coordinate system is not right-handed

and therefore invites sign errors, Unfortunately, the (X,Y,2) coordinate system also invites sign errors
from people falsely assuming the positive 2 direction is up, which seems natural. The equations are

!-ucos!cosO#v(cos!slnesino-sin!cos:-)

+ w(cos ¥ sin 6. cos @ + 3ir ¥ sin @) + W, (2.2-23)

¥ = u(sin ¥ cos 8) + v(sin ¥ sin 6 sin & + cos ¥ cos ¢)
+ w(sin ¥ sin @ cos ¢ - cos ¥ sin @) + Wy (2.2-23)
ﬁ-usino-vcosesino-wcosecc50*l,, (2.2-23¢)
where W, and U, are the wind components blowing toward the north and east, respectively, and W, is the
vertical wind comporent, positive for updrafts. If the polar coordinate form of the wind-relative velo-
cities is used, then substitute from Equation (2.1-7) for the u, v, and w in Equation (2.2-23) to obtain
? = Vcos acos Bcos ¥ cos @ + V(sin 8)(cos ? stn & sin ¢ - sin ¥ cos o)

+ V(sin a cos B)(cos ¥ sin 6 cos ¢ + sin ¥ sin @) + Wy (2.2-242)

¥ = Vcos acos Bsin¥cos o+ V(sin 8)(sin ¥ sin @ sin & + cos ¥ cos Y]

+ V(stn a cos B)(sin ¥ sin 6 sin ¢ - cos ¥ sin @) + Wy (2.2-28)

R-Vcon:coslsino-Vsinacosesino-v:inncos 8 cos 0 cos ¢+ N, (2.2-24c)

A common quantity related to spatial position is the flight path angle v, defined by

sin y = -———-“—--—— (2.2-25)

Viz. '20;2



2,3 OBSERVATION EQUATIONS

The measurable aircraft responie variables are o, 8, V, p, q, r, o, O ¥ 8, &y, 0, B, G, R X, Y,
and H. The spatia) positions (X,Y, and M) are of little relevance to most stadiltty nnﬁ control analy-
313, 30 we usually omit them from our equations., (There are ucortions. ®most notably for H.) We also
usvally ignore the ¥V response equation, instead using measured ve ocity. The simplest set of observation
tquations assumes that the instruments are at the center of gravity (or the measurements have been
corrected to !t), are perfectly aligned and caltbrated, and have no dynamics. It also 1gnores the
distinction between the flank angle of attack and the angle of sideslip. We then have

a =a (2.3'1.)
82 =8 (2.3-1b)
Pz"p (2.3-1¢)
9 =q (2.3-1d)
rzer (2.3-1e)
6o (2.3-1f)
.z =9 (203‘!9)
ey (2.3-1n)
an = 3 cy (2.3-11)
a s - g.;. o+ L (2.3-1§)
ay = % Cy (2.3-1k)
Pz * p (2.3-12)
Q= q (2.3-1m)
fger (2.3-1n)

where the subscript z distinguishes observations (elements of the 2 vector of Equation (1.2-1c)) from
corresponding state variables.

We seldom have sensors exactly at the center of gravity (particularly flow-angle sensors, which
must be exposed to the airflow). For a rigid aircraft, the sensed attitudes, rates, and angular
accelerations are independent of the sensor position, but the sensed flow angles and linear accelerations
vary with sensor position. The effects of sensor position can be included in the observation equations
as shown in Equation (2.3-2).

Calibration bias and slope errors, known or unknown, can also be included in the observation
equations. For the most part, we advise against using parameter estimation for estimating calibration
slope errors. Calibrating the instruments in the lab gives more accurate data and avoids identifiability
problems. For the following equations, we allow unknown biases on all measurements.

The observation equations, with arbitrary instrument positions, scale factors on angles of attack and
sideslip, and biases on all measurements, are

az = Kg(a - -:—' q+ :J P) + {2.3-2)
4 X

8z = Kg(s - 75 pegini e (2.3-2b)

Pz =p+py (2.3-2)

G 2=q+q (2.3-)

rz=r+ny (2.3-"e)

6 =9+t (2.3-2f1)



Guor ey (2.3-29)

YzeVey {2.3-2n)
- x H y

oo 38 e I P B N W .

A " c“ + 9 q + ] (Q + P ) "’"‘ p+ .“b (2.3 2')
- 2 1 § ’.

.. @ s g,y T4 T .
R e AR 7 "ttty (2.3-25)
oo Iys My vy, (2.3-2¢)
Y "y Y 9 P 9 L 9 (P ’r)’.’b d=
P2 =P *py (2.3-22)
Wweq+@ (2.3-2m)
Fz=refy (2.3-2n)

The subscript b indicates biases (3 fs the blas of q. not the derivative of qp). Note that 6, 1s

the observation of 5. hot the derivative of p; (there is o difference because of the biases). The quan-
tities x4, yq, xg, 25, Yan* Yan® Zaps Xays Yage Zaye Yays Yays 30d 2, are the instrument positions rela-
tive to the center of gravity. The K, and Ks parameters are upwash factors on the angles of attack and
sideslip. It is debatable whether the position corrections for a and p should be multiplied by the
upwash factors or not; neither alternative is completely correct, but the effect is second order, The

angular rate correcttons to a and 8 in Equation (2.3-2) use small-angle approximations, which are ade-
quate for most situations.

MNote that 8 in these equations is angle of sideslip, not the flank angle of attack measured by typi-
cal B vanes. If a g vane measuring flank angle of attack is used, substitute Equation (2.1-6) into
Equation (2.3-2b) and use a smll-angle approximation to obtain

Kg 28 xg )
a—_[(g-fp 18 + «3-
a cos a (‘ v P v r B (2.3-3)

Alternatively, the measurements can be preprocessed, miltiplying the vane reading by cos a to obtain an
tquivalent measurement of 8.

There are many other terms that can enter the observation equations in special situations. For
instance, the observation equations can be modified to reflect sensor misalignments or cross-axis
sensitivity, known or unknown (preferably known). Known misal ignments can dlternatively be corrected in
the data preprocessing; where to handie such corrections is largely a matter of convenience.

Instrumentation lags are a major issue in some projects. Such lags can be incorporated into the
System mode) by adding extra lag states. For instance, a lag in the sensed angle of attack might be
modeled by the equations

&‘ = %.[K.(q - ? q ¢ '-yv-! p) + ap - °l] (2.3-“)
ﬂl - ul (2.3"b)

where a; stands for a lagged and t is a time constant, known or unknown. In most cases it is preferable
to precorrect sensor lags rather than introduce the complication of lag states.

It the (u,v,w) form of the state equations 1s used instead of the (a,8,V) form, replace the a, 8, and
V in the observation equations by substitutions from Equations (2.1-3) to (2.1-5). Alternatively, u, v,
and w “measurements® can be precomputed from the measured a, 8, and V. We discuss this implementation
issue in Chapter 3.

2.4 AERODYNAMIC MODELS

The coefficients Cp, Cy, Cvs Cos Cus and €, in the equations of motion are functions of the alrcraft
states and controls. Estimating these functions is the primary objective of the stability and contro)
tests. In general,'the functions are nonlinear, but in this section we largely restrict ourselves to
simple linearized forms of the functions adequate for small perturbatfons about stabilized conditions in
nonseparated flow. (Etkin (1959) discusses the a2rodynamics behind the equations.)
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For the simplest “luations, we assume that the tongitudinal vwarodynamic coefficients are functions
only of angle of a‘*ack, pitch rate, and longitudunal control surface positions; likewise, we assume that
the lateral-directional derodynamic coefficients are functions only of angle of sidestiip, roll rate, yaw

rate, and lateral-directional control surface positfons. The loca' ‘-~eap expansions of the tongitudinal
coefficients are then

- (4
CN = CNqa + Cyg 3% + Cyys + Cyy, (2.4-1a)
CA = Caqa + Caq g% + Cpgh + Cpy (2.4-1b)
C
Cn = Cmg® + Cng 3¢ + CmgS + Oy, (2.4-1c)
and those of the lateral-directional coefficients are
Cr = Cygs + Cy, BB+ cy, 5+ Cygé + Cy, (2.4-22)
Ca=Cegp+Cy By, ™ (o s4ic (2.4-2b)
BT RagR T Cap gy Cap gy ¢ Cagh + Cyy :
b b
Cn = Cpgh + Chp gV'+ Cap %V + Cngd + Cp,, (2.4-2¢)

where, following common notation for aircraft stability and control, the subscripts indicate a derivative
with respect to the subscript quantity (for instance q“q is the derivative of Cn with respect to a).

Ftkin (1959) discusses the reasons foi the c/2V and b/2V factors in the rate terms; the notation is incon-
sistent, but it is standard. The & i3 these equations is a generic notation for controls; add one term
of the form shown for each relevant control. The subscripted quantities in these equations are called

the stability and control derivatives and are the primary parameters to be estimated.

The subscript b indicates biases. These biases are closely related to, but not identical to, the
often-used O-subscript coefficients. For example, c"b is related to cNo as commonly defined. The

cNo notation is sometimes used for both quantities, but that invites confusion. Figure 2.4-1 i1lus-
trates the relationship in one dimension (a dependence only). The coefficient CNO is the value of CN

a3t a =0 and § = 0. (Some authors (Etkin, 1959) alternatively define perturbation equations fn which
CNg s the value of Cy at a reference « and 8.) The coefficient Cnp ts a linear extrapolation from

the average a and & of the maneuver to the zero point, The quantities cNO and ch are equal if Cy is

linear between zero and the conditions of the maneuver, Corresponding comments apply to the other b-
subscript coefficients.

Equations (2.4-1) and (2.4-2) assume that the aircraft is symmetric and flying at zero sideslip
and that any lateral-directional motions are small enough to have negligible effect on the longitu-
dinal aerodynamics, and conversely. We therefore neglect the dependence of the longitudinal aero-
dynamic coefficients on lateral-directional parameters and the dependence of the lateral-directional
aerodynamic coeffictents on Tongitudinal parameters. If these assumptions are violated, we can add
cross derivatives to the expansions. In adding lateral-directional terms to the longitudinal expan-
sions, we must consider whether the modeled effects should be symmetric, antisymmetric, or neither.
We would expect Tongitudinal 8 effects to be symmetric for symmetric aircraft in mos situations

(there are exceptions; Orlik-Rlickemann, 1977). Therefore, derivatives with respect to|s| or g2
are usually more appropriate than derivatives with respect to B.

Equations (2.4-1) ane (2.4-2) also assume that during a maneuver the Mach number, Reynolds number,
dynamic pressure, velocity, engine parameters, and other flight condition parameters change little
enough that their efferts on the nondimensional coeffictents are negligible. Note that we are con-
cerned here only with t.e effects on nondimensional coefficients. The dimensional coefficients {Etkin,
1959) are directly proportional to dynamic pressure, for instance, but the nondimensional coefficients

are usually insensitive to dynamic pressure over large ranges (until high dynamic pressure causes struc-
tural deflections).

Equations (2.4-1) and (2.4-2) omit a and & terms such as Cm& for the reasons outlined in Section 1.4,

This does not constitute neglect of the a and § terms; thei: effects are subsumed in the other terms,

Explicit a and 8 derivatives can be added to these equations when appropriate. (Maine and I11ff (1979)
discusses this issue in more detail,)



The final assumption in Equations (2.4-1) and (2.4-2) is that of linearity., Over large ranges of
the parameters, particularly angle of attack, the aerodynamics will not be linear. The equations there-
fore restrict the allowable maneuvers to those small enough for a Tocally 1inear mode) to be a reason-
able approximation, The range of applicability can be expanded by adding nonlinear terms to Equa-
tions (2.4-1) and (2.4-2); subsequent chapters discuss the advantages and problems of modeling non-
linearities in this way. In some situations, notably in separated flow, local linearity is not a good
assumption even for very small maneuvers; the coeffictents in separated flow can be discontinuous func-

tions and can exhibit hysteresis, Thus, conditions of separated flow can require significantly different
forms than these equations,

Equations (2.4-1) and (2.4-2) are starting points from which you can expand as needed, adding terms
for any parameter that has a measurable effect on the aircraft dynamics during the maneuver

Given the body-axis coefficients CN, CA, and Cy, the coefficients CL, € and C appearing
in Equation (2.2-22) are given by s Y Dwind® Ywind

CL=CNcosa-Cpsina (2.4-3)
CDwind = Ca €O a cos B + Cy sin a cos g - Cy sin 8 (2.4-3b)
CYying = Cy cos 8 + Cp cos a sin g + Cy sin a sin 8 (2.4-3c)

ge could conversely expand Ci, CDyings and CYwing 25 functions of the parameters and write Cn» Cas
and Cy as

CN =~ C_ cos a + cUuind sin a cos B + cYnind sin a sin 8 (2.4-4a)
CA = CDyjng €OS a cos B + CYwing €08 @ sin 8 - C sin a (2.4-4b)
Cy = CYuing €05 8 - COwing STn 8 (2.4-4c)

Note that if Cﬁ, Ca» and Cy are linear in a, then by Equation (2.4-3) c, CDying» and chind are
nonlinear; conversely, if CL, cDuind' and chind are linear in a, then Cns Ca, and Cy are nonlinear.

Therefore, the body-axis and wind-axis expansions are not completely equivalent, although they are close.
One might be valid over a larger a range than the other.

Figure 2.1-1. Control surfaces.
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Figure 2.1-3. Ruler angles.

Figure 3.1-4. Flow angles.
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3.0 SIMPLIFYING THE EQUATIONS

Chapter 2 introduces the aircraft stability and control problem and develops the basic system
equations describing aircraft motion. In Chapter 3 we discuss application of parameter estimation
methods to these equations. We simplify the general nonlinear equations of Chapter 2, obtaining forms
amenable to practical use.

The six-degree-of-freedom equations derived in Chapter 2 are much too complicated for convenient
application of parameter estimation. Although it is certainly possible to work with the full set of
equations, we seldom wish to do so in practice. Recall our emphasis on the importance of simple model
forms. One of the most {mportant engineering judgments in parameter estimation lies in striking a
balance between models that are too complicated to analyze and models that are too simple to represent
the system. The full six-degree-of-freedom equations lead toward models too complex for most of our pur-
poses. Therefore, we investigate several sinplifications of these equations.

Several of the simplificaticn techniques that we use are common to many fields and require little
elaboration here. We separate the equations into (nearly) independent subsets, linearize, neglect small
terms, and restrict the maneuvers so as to keep more terms small enough to neglect.

Many of the implementation issues are strongly interconnected and must be considered together from a
systems viewpoint. You will not get very far considering each fmplementation issue divorced from the
others. The process of implementation is iterative, rather than linear. You make tentative decisions on
early issues and see how the ideas fit together. You will likely later find that some of the tentative
decisions merit revision. The structure o/ this chapter somewhat reflects the interdependent nature of
the implementation decisions. For instance, we need to define a coordinate system before we can write
much of anything concrete, yet the choice of coordinate sysiem is strongly affected by the ease of
linearizing the equations, which is one of the last issues addressed. Because of this interrelationship
there is a significant amount of forward referencing in this chapter for details.

Throughout this chapter we assume the use of an output-error estimator. The equations of Chapter 2
form the basis for all analysis methcds. Several of the recommendations of this chapter, howevet . are
strongly dependent on the choice of analysts method. For example, the issue of whether to include
various terms in the output equation or in the data preprocessing is irrelevant to output-equation error
analysis (often just called equation error; Maine and INiff, 1984); the two approaches are equivalent in
output-equation error. The equations presented in this chapter are not necessarily good choices for ana-
1ysis using an output-equation error estimator.

3.1 NONLINEAR VERSUS LINEARIZED IMPLEMENTATIONS

There are numerous trigonometric and multiplicative nonlinsarities in the aircraft stability and
control equations derived in Chapter 2. If we use the (a,B.V) equations instead of the (u,v,w) equa-
tions, there are also inversions of V. The dynamic pressure §, which multiplies all the aerodynamic
coefficients, hides another nonlinearitv because it is defined as

3 --;- oV2 (3.1-1)

We have not yet even considered the nonlinearities in the aerodynamic coefficients.

There are two significantly different approaches to applying the oulput-error method to nonlinear
systems. The first approach is to use an output-error program designed for analysis of nonlinear
systems, There are no assumptions of linearity inherent in the output-er-or method. Several programs
capable of handling general noniinear systems exist (Jategaonkar and Plaetschke, 1983).

The second approach is to linearize the equations for use in an output-error program designed for
Vinear systems. Several widely used output-error programs are restricted to linear (or 1inearized)
systems; for applications where linearization {is feasable, these programs are more efficient and sasier
to use.

Both nonlinear and linearized implementations of output error have roles in practical analysis.
Programs restricted to linearized models are appropriate for routine batch analysis of large amounts of
data in cruise flight regimes. In such circumstances, computational efficiency is important, and non-
linearities play a minimal role. Tne general nonlinear programs are appropriate for intensive interactive
analysis of data where ronlinear effects are important, such as at high angles of attack. In such
sftuations, computational efficiency is less important than the ease of implementing nonlinearities.

This chapter emphasizes the 1inearized implementation of output error, which is the more difficult of
the two approaches. We specifically treat the use of the Iliff-Maine code, MMLE3 (Maine and Itiff,
1980), although the principles discussed are applicable o most output-error programs for linear systems.
Several of the issues discussed are important to both nonlinear and linearized implementations, par-
ticularly the uncoupling of the stata2 equations, the treatment of blases and initial conditions, ard the
handing of sensor corrections. Just because it 1s easy, for instance, to implement the full six-degree-
of-freedom equations in a nonlinear program does not mean that it is a good idea. Section 3.7 is largely
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irrelevant to analysis with nonlinear programs. The choice of axis systems, discussed severa}l places in
the chapter, is significantly influenced by 1inearization considerations; therefore, the best choice
might be different for nonlinear analysis.

3.2 COORDINATE SYSTEMS

The choice of coordinate Systems is a major decision affecting the implementation of the alra
craft equations of motion. In this section we outline some of the issues to be considered in making
this decision.

There is little debate about the best choice of coordinate system for rotatfonal degrees of freedom.
The body-axis anguiar rates and the Euler angles are the most naturally measured quantities. The choice
of these quantities as states allows the use of the trivial observation e uations (2.3-2c) to (2.3-2n)
and (2.3-28) to (2.3-2n). Furthermore, the state equations (2.2-21d) to ?2.2-21?) are reasonably simple
in this coordinate system. Although the state equations may at first appear complicated, they simplify
considerably under reasonable conditions (see Section 3.4).

The chofce of coordinate systems for the translational degrees of freedom is more difficult, The
normally used measurements are expressed in two different coordinate systems. Wind-relative velocity is
most commonly measured in terms of o, B, and V; this naturally suggests the use of the (a,8,V) form of
the state equations (2,2-22), which involve wind-axis force coefficients. The accelerations, on the
other hand, are measured in the body-axis system, therefore Equation (2.3-2) involves body-axis force
coefficients. This suggests the use of the (u,v,w) form of the state equations (2.2-21), which likewise
involve body-axis force coefficients.

Thus, both the (a,8,V) and the (u,v,w) forms of the state equations have objectionable features when
used with the usually available measurements. The (a,8,V) form gives simple observation equations for a,
£ and V, but introduces a nonlinear relationship between the wind-axis force coefficients in the state
equations and the body-axis coefficients in the acceleration observation equations. The (u,v,w) form
resuits in consistent use of all force coefficients in the body-axis system, but gives nonlinear obser-
vation equations for a, B, and V.

In principle, either the (a,8,V) or the (u,v,w) form is usable. The nonlinearities somewr:* compli-
cate the implementation, but these comclications can be handied in several ways. (Sections ' .;.2 and
3.7.2 discuss this issue further.) Of course, with a program designed for nonlinear systems :he nonli-
nearities present no inherent problems. Neither form stands out as the obvious best choice tor all

conceivable situatigns.

In this document we concentrate on the use of the (a.8,V) form of the state equations, although many
of the principles apply equally well to the (u,v,w) form. Our output-error program for linear systems
more naturally accommodates the linearizations necessary in the (a,8,V) form than those necessary in the
(u,v,w) form.” We have found the (a,2,V) form adequate for all applications we have addressed.

In many cases, the (u,v,w) form should be equally suitable, but we have not had the need to try it
extensively. Ronss and Foster (1976) presents one of the several computer programs that have been suc-
cessfully applied with the (u,v,w) form. For hovering flight, the {u,v,w) form is required because of
the singularities in the (a,8,V) form.

3.3 SINPLIFICATION USING MEASURED DATA

One simplification technique that merits discussion s the use of measured data. In this tech-
nique we eliminate the equations required to compute some variable and substitute the measured value
of that variabie wherever it Jppears in other equations. This technique requires that measured data
be available; 1t thus does not generally anply to simplitying simulators, design studies, or many
other uses of the ‘equations of motion. However, it can be a powerful tool in simplifying parameter

estimation problems.

The use of measured data is closely related to the equation-error method of parameter estimatfon. We
use measurements as though they were exact noise-free values. The method is therefore sensitive to noise
in the measurements so used. As we eliminate more differential equations in favor of measured values,
the algorithm takes on more characteristics of equation error.

Our general approach is a compromise. We use our knowledge of aircraft dynamics to tdentify the few
equations that dominate the characteristics we are studying, and we center our analysis around thase
equations. Substituting measured data is one of the tools used to eliminate the equations peripheral to
the study.

For example, afrcraft velocity is only weakly related to the longitudinal short-period mode. The
short-period characteristics definitely depend on the velocity, so we must consider velocity in short-
peri)d analysis. The, coupling, however, is almost entirely static; there 1s littie dynamic coupling be-
tween the velocity and the short-period mode. Therefore, we use measured velocity in our short-period

antlysis, accounting for the velocity effects without integrating the V equation.



The validity of this example, as with several of the simplifications we introduce in this chapter, is
configuration dependent. In a configuration with very Yow wing loading, such as a human-<powered or
solar-powered aircraft, the velocity might be closely coupled with the short-period mode; indeed there
might not be conventiona? short-period and phugoid modes. We wil) emphasize the simplifications that can
be made for conventional flight vehicles. For unconventional configurations, rany of the assumptions
must be reevaluated on a case-by-case basis. This continual reevaluation is an unavoidable consequence
of making assumptions and simplifications, Unfortunately, any set of equations general enough to handle
all conceivable situations will be so complicated as to be unusable. Careful reevaluation of assumptions
and examination of the data for potential violations of the assumptions are two of the hallmarks of
thorough data analysis as opposed to uncritical number crunching.

3.4 UNCOUPLED STATE EQUATIONS

Most aircraft are symmetric about the X-2 plane and fly at smal) sideslip angles. We can use this
symmetry and small-angle approximations to Separate the equations of motion into two largely independent
sets describing the longitudinal and lateral -directional motions of the aircraft. The unknown parameters
also segarate into longitudinal and lateral-directional sets. Thus, the stability and control derivative
estimation problem reduces to two smaller problems, each with about half as many differenttal equations
and half as many unknowns as the combined problem. The simplifications from this separation are so great
that we go to considerable length to find ways to use the separated forms, even when they superficially
appear inapplicable. The separation is important to both nonlinear and linearized implementations of
output error.

3.4.1 Longitudinal Equations

The longitudinal motions are rotations about the body Y axis and translations along the X and 2 axes.
The Tongitudinal aerodynamic coefficients are thus Cy, Cp (or equivalently, C., Cp), and Cy. The Tongi-
tudinal state equations are (2.2-22a), (2.2-22v), (2.2-22d), and (2.2-22h). We can separate these
equations from the others by making the following assumptions: Assume that the vehicle is symmetric
about the X-Z plane; thus, Iyy and lyz are zero, Further assume that during the maneuver analyzed, 8, P,
r. and & are all constant at zero {or small enough to be unimportant). Then

&n- ﬂ% CL+q+ 3 cos(e-a) - L0 0 (3.4-1a)
aly = gscCy (3.4-1b)
8=q | (3.4-1c)
=- g-"-'- Cp + g sin(a-8) +%—cos a (3.4-1d)

In many cases, the restrictions on the applicability of Equation (3.4-1) are too severe. These
equations do not apply, for instance, in 2 steady turn. The use of measured data for the lateral-
directional signals allows us to eliminate the lateral-directional differential equations without
assuming that the lateral-directional motions are negligible. A more widely applicable set of longi-
tudinal equations is thus

a = -—_j.L_ + -
a ¥ cos B CL +q- (tan B)(p cos a + r sin a)
T sina
+ v—c-gs——a- (cos ® cos © cos a + sin 0 sin a) - AV Co g (3.4-2a)
- 5;,0, + qly - Flyz = qscCy + rp(l; - Ix) + (r2 - p2)1,, + arlyy ~ palyz + Nriee {3.4-2b)
8=qcos & -rsine (3.4-2¢)

ds
- %‘cNind
+ g(cos ¢ cos © sin a cos B + sin ¢ cos © sin B - sin 6 cos a cos B)

+ -,Ti COS a cos B (3.4-2d)



where wa use measured data for the lateral-directional signals 8, p, r, and e. A!thou?h Equation (3.4-2)
el iminates the lateral-directional differential equations, it does not completely eliminate the latera]-
directional aerodynamic coefficients and is thus not yet adequately separated from the lateral-directiona!
problem. The coefficient c'\vlnd in Equation (3.4-2d) ts not purely longitudinal, because it involves

the lateral force coefficient Cy (see the definition of cDuind in Equation (2.2-20)). To complete the

separation of the longitudinal and lateral <directional problems, we assume that 8 is smal) enough that
Cp can be substituted as an approximation for Coying 0 Equation (3.4-2d). With this approximation,

Equation (3.4-2) allows us to concentrate on longitudinal amalysis, even in the presence of substantial
lateral-directional motions. The only assumption required, in addition to the availabiltty of appropriate
lateral-directional measured data, 1s that 8 be small enough for the Cp approximation to be reasonsble.

We can often further reduce the longitudinal equations by eliminating the ¥ equation. In most cases,
longitudinal stability and control maneuvers predominantly excite the short-period mode and not the phu-
goid mode; thus, V s essentially constant during the maneuver. If V does change noticesbly, we can use
the measured velocity where needed to avoid integrating the ¢ equation. In addition to reducing the
number of differential equations, this eliminates the issue of approximating r"Mnd by Cp because that
approximation is required only in the V equation.

Further simplification is possible by eliminating the & equation and substituting measured 6. The
pitch attitude © does change during a typical longitudinal maneuver, but the effect of the motion on the

short-period dynamics is small. The o vartable enters only the gravity terms in the a and V equations.

The V equation is eliminated by the use of measured V, and for many maneuvers, the gravity term in the a
equation is well approximated by setting © equa! to a. Alternatively, we can use measured o in the gra-
vity terms,

The simplest usable set of Tongitudinal state equations comes from Equation (3.4-1), eliminating the §
and & equations, approximating 6 by a in the gravity term, and neglecting thrust, This gives

&--%cLs\qdvl (3.4-3)
qly = GscCe (3.4-3b)

using measured q and Vv,

Ne most commonly base our analysis on the following equations, using measured data for V., q, 8, p. P,
and ¢:

---E%CL+Q - (tan 8)(p cos a + r sin a)

*% (cos @ cos @ cos a + sin @ sin a) - r&’%—‘-’ (3.4-4)
G = scCun + rp(lz - I,) + (r2 - P2)Iyz + Nelyeq (3.4-4p)
6= qcos & -r sin ¢ (3.4-4c)

These equations assume a symmetrical vehicle and drop some cos 8 factors from the a equation; they
assume small 8 (up to 10° is genarally acceptable) but otherwise allow arbitrary lateral-directional
motion. For a nonsymmetric vehicle, extra terms can be added to Equation (3.4-4b),

The equations presented in this section assume the use of the (a,8,V) form of the state equations.
If the (u,v,w) form of the state cquatiens is used, similar sinplificat.ions apply, with the u equation
substituted for the ¥ equation and the w equation substituted for the e equatton.

3.4,2 Lateral-Directional Equations

The lateral-directiona) motions are rotations about the body X and Z axes and translations along the
body Y axis. The lateral-directional serodynamic coeffictents are thus Cy, Cq, and C,. The lateral-

directional state equations are (2.2-22¢), (2.2-22d), (2.2-227), (2.2-229), and (2.2-221). It 13 not
real{stically possible to have purely lateral-directional motion, even with a symmatric aircraft. There

will be some q excitation from the rp and r2 - p2 terms in Equation (2.2-22¢) unless Iz =0 and I, = 1,



which are unlikely conditions. There will be a and © excitation in Equatfons (2.2-22b) and (2.2-22n)
regmﬂ::: of thn,:mrﬁn. For moderate lateral-directional motions, however, the longitudinal excite-
tions will be small,

To get a workable set of lateral-directional tquations, we must approximate CV“M in Equa-

tion (2.2-22¢c) by Cy. This approximetion is simtlar in purpose and effect to the approximation of
CD‘“M by Cp in the longitudinal equattons. The coefficient C"'M. as defined in Equation (2.2-20),

1nvolves the longitudinal coefficient Cp. The Cp involvement is harder to avoid here than was the Cy
involvement in the longitudinal equations because 8 {s important to the lateral-di rectional dynamics, so
eliminating the 8 equation s seldom reasonable. The maneuvers must have small g for the approximation to
be reasonable. This restriction is seldom a problem, because it is difficult for most atrcraft to achieve
B large enough for the approximation to fatl, even 1f you try.

We usually also neglect the sin B term in Equation (2.2-22c) as not being worth the bother; it s not
really difficult to include, it just adds extra algebra. The heading angle ¥ sdds very little information
and does not feed back fnto any of the other state uations, so we usually tgnore Equation (2.2-221).

For a symmetric vehicle, several terms in Equations (2.2-22d) and (2.2-22¢) drop out,

These simplifications give the lateral-directional state equations tn the form that we most commonly
use:

i-%cv-bpsina-rcosnhg-sinocoso (3.4-5a)
Plx - Flyz = qsbCy + ar(ly - I;) + pqlyz (3.4-5b)
Flz - Plyz = GsbCp + PA(Ix - Iy) - qrlyz - Nqlye (3.4-5¢)
$=p+qgtanosine+rtan o cos ¢ (3.4-5d)

These equations use measured data for the longitudinal variables a, q, 6, V, and q. For nonsymmetric
vehicles, extra terms can be added to Equations (3.4-5b) and (3.4-5¢).

Equation (3.4-5) is based on the use of the (a,8,V) coordinates for wind-relative velocity., The

(u,v,w) equations simplify in a similar manner, the v equation substituting for the § equation. The
issue of approximating chind by Cy does not arise in the {u,v,w) form.

3.5 OBSERVATION EQUATIONS

Section 2.3 presents the basic observation equations, both longitudinal and lateral directional, for
the aircraft stability and control problem. Ne discuss some issues of implementation throughout this
document. The actual sensor measurements are sometimes complicated functions of the vehicle states, The
main implementation issues concern whether to precompute signals corresponding to a simple sensor model or
to use a complicated sensor model more representative of the actual measurements. Several of these issues
are related to specific sensor characteristics and are treated in more detail in Chapter 8.

In general, whether to use raw sensor data or to precompute more convenient forms depends on several
factors, including the complexity of the functions, how well the functions are known, the number of sensors
involved, and the general signal qualities and noise levels. This decision also depends on the analysis
“echnique (which may be influenced by similar factors). In particular, the question is moot for output-
-quation error analysis, where the two choices are equivalent. The discussions in this section assume the

se of an output-error method.

The advantages of precomputation are in simplifying the observaticn equations (or in some cases, the
ite equations?f P

complicated functions of the vehicle states and for systems that involve multiple raw sensors to compute

one signal. An example of such complication is sensing angle of attack using pressure ports (see Sec-

tion °.5.3); the raw sensor data are pressure measurements, not angle of attack. In this case it s

pra” able %o precompute a single angle-of-attack “weasurement® from the pressure data rather than to

useé ne raw pressure measurements in the amalysis,

‘¢ disadvantages of precomputation surface when there are sensor problems. Sensor problems are much
easier to diagnose using the raw sensor data rather than some quantity computed as a complicated function
of data from several sensors. Complete failure of a sensor is often obvious in either case. The dif-
ficulties arise when there are more subtie sensor probiems. Precomputation that combines data from
several sensors also has the probles that the Computed signal tends to combine the worst characteristics
of the constituent measurements, Data combined from seven perfect sensors and one noisy sensor often pro-
duce a noisy computed signal. The extreme case is that if one of the sensors fails, you cannot do the
computation and thus can make no use of the good data from the others. (You can sometimes get around such



problems, but 1t usually means a lot of work.) If you are using raw sensor data, or at least {f the pre-
computations do not combine data from different sensors, then the failure of one sensor does not alter
your ability to use other sensors.

Instrument calibration errors, misal ignments, cross-axis sensitivity, and similar factors are usually
2asiest to menage by precorrecting the data unless the exact corrections are unknown., The corrections are
usually small enough that they do not change the basic character of the signals  Sersar problems will
seldom be disguised by the small correction terms. The chofce of where to rescive tiwse errors 1s
mostly & matter of convenience. We discuss the subjects of sensor position and coordinate transformation
n Sections 3.5.1 and 3.5.2. (Instrument biases present special problems discussed in Section 3.6.)

3.5.1 Sensor Position

Several of the observation signals used in afrcraft stabtlity and control analysis are functions of
the position of the sensors in the aircraft. The simplest equations (such as Equation (2.3-1)) assume
that the sensors are exactly at the aircraft center of gravity; in a real airplane we are seldom so for-
tunate. Equation (2.3-2) shows the major effects of sensor position on the data.

There are two approaches to ccommodating sensors offset from the center of gravity, The first
4pproach is to correct the sensor measurements for the offset, giving a signal that simulates a measure-
ment at the center of gravity. This approach works well with angle-of-attack measurements because the
correctfon terms are proportional to pitch rate and roll rate, for which we generally have accurate, low-
noise measurements. largest accelerometer correcttions, however, are proportional to the angular
accelerations. The measurements of angular accelerations are often notsy, if they are acceptable at all,
We can differentiate the angular rates, but such differenttation accentuates noise and causes several
other problems. Therefore, careless linear accelerometer corrections can introduce unacceptable noise.

The second approach is to include the effects of sensor position in the obsorvation equations. This
3pproach avotds the use of possibly noisy measured angular accelerations to correct the measured linear
accelerations, Instead, we use the computed angular accelerations to correct the computed linear accel-
erations to the actua) sensor positions. The computed angular accelerations »ce relatively noise-free
because they result from integrating the system equations; they do not invnlve numerical differentiation.
There are two other relativel y winor benefits of this approach. First, i¢ is more representative of the
real instrumentation system. This benefit shows up mainly ween you have: instrumentation problems. If »
rite gyro fails, you lose only one signal; it does not also torrupt the: linear accelerations. For similar
reasons, instrumentation problems are easier to diagnose. The second denefit of modeling the sensor post-
tion in the observation equations is that, in principle, we can treat unknown instrument positions (the
instrument position simply being another parameter to estimate). in most situations it 1s far better to
Measure the sensor position and treat it as known (an application of the general principle of minimizing
the number of parameters to estimate). There are occasions, however, where the ability to estimate sensor
positions proves useful,

Ne generally find it more convenient to mode! the instrument position in the observation equation than
to correct the measurements to the center of gravity, but we have used both approaches successfully.

3.5.2 Coordinate Transformation

Another type of precomputation is the transformation of sensor data to a coordinate system other than
that of the raw measurements. WNe prefer to avoid such transformations because of the previously described
difficulties in diagnosis and management of sensor problems. Sensor coordinate transformations can,
however, significantly simplify some of the observation equations. This advantage can outweigh the dis-
advantages in some situationc. This section discusses two possible sensor coordinate transformations
that give alternatives to the equations we usually use.

The first possibility is to transform the wind-relative velocity from the usually measured (a,8,V)
form into the (u,v,w) form. The basic uation for the transformation is Equation (2.1-7). Trans-
forming the wind-relative velocity 1nto°?u.v.u) coordinates allows the use of the {u,v,w) form of the
state equations without resorting to nonlinear observation equations for a, 8, and V. The nonlinearities
are transferred from the observation equations, where they cause analysis difficulties, to the data
preprocessing, where managing nonlinearities fs straightforward in principle (assuming perfect measure-
ments), The disadvantages 1ie in the mixing of the data from the a, 8, and V sensors. The flow-angle
sensors typically have different problems than the pressure sensors used for velocity measurements ?see
Chapter 8). The computed u, v, and w signals ~ombine the problems of both sensors.

The apparent simplicity of Equation (2.1-7) is deceptive. AN quantities in this equation relate to
the free-stream relative wind at the center of gravity. Applicatior of this transformation is complicated
in practice by the fact that the a, 8, and V Sensors measure local flow conditions relative to the sensor
positions. Further, each of the sersors is at a different position {although the position differences are
sometimes small enough to neglect). Before applying Equation (2.1-7), you should correct the sensors for
local flow effects (upwash and sidewash) and transform the data to the center of gravity. A simple bias
error in the angle-of-attack measurement takes on & more complicated character after passing through the
nonlinear transformation into (v,v,w) coordinates,

For small-perturbation maneuvers at low angles of attack, the issue of whether to use the measurements
in (a,8,V) or (u,v,w) form is largely moot. Implementation is equally easy with or without the transfor-
mation, For these conditions, the transformation is nearly linear, as are the observation equations for
a, 5, and V. This obviates many of the problems of using the transformation and also many of the prob-



lems :he transformation is intended to solve. The issues become pressing only at high angles of atteck
and sideslip,

The second transformation we will consider has & similar nbjective: to eliminate the nonlinearities
in the observation equations. This transformation, however, assumes the use of the (a,8,V) form of the
state equations. The principal observation nonlinearities of this form are in the accelerations. The
transformation that removes these nonlinearities is the rotation of the body-axis accelerstion measure-
ments to the wind-axis coordinate system.

Although this transformation sounds attractive, its practical problems are severe, and we recommend
against its use. Before applying the rotation, you must correct the accelerometers to a common reference
point, preferably the center of gravity. (Any other body-fixed point has wind-axis coordinates tnat are a
function of the angles of attack and sidesiip; this dependence can be handled, but is a nuisance.) The
problems of correcting accelerometer measurements fcr sensor position are discussed in Section 3.5.1.

The most severe prodblems, however, 11e in the fact that the axis transformation equations use angles
of attack and sideslip. Accelerometers are reliable, good-quality, high-frequency sensors with excellent
Vinearity and accurate calibrations (see Section 8.4). The transformation corrupts the accelerometer
necs:rnlngt;)with the biases, scale factor errors, and other problems of the flow-angle measurements (see
Section 8.5).

3.6 BIASES AND INITIAL CONDITIONS

Biases and initia) conditions are usually nuisance parameters. A nuisance parameter is an unknown
parameter that is not really of interest. In many cases you must estimate the value of the nutsance para-
meter, whether you care about its value or not, in order to get usable estimates of the other parameters.
You must carefully consider the treatment of biases and initial conditions, nuisance parameters or not.
Poor treatment of bLiases and inittal conditions is a common source of problems, common enough to merit
this separate section on the issue. The initial-condition problem is discussed in general terms in
section 8.2 of Maine and I1ff (1984). As we see in the following discussion, initial conditions and
biases are closely related.

Although you must estimate some bias and initial-condition terms in order to get reasonable stability
and control derivative estimates, you cannot estimate all such terms, because of an identifiability
problem. To see the problem, consider the time-invariant system

X ® Ax + sp (3.6-1a)
2 =Cx +2p (3.6-1b)
x{0) = xp (3.6-1c)

with unknown state equation bias sp, measurement bias 2p, and initial condition xg. This system is un-
identifiable because we can define an equivalent system with state x” by letting

x° e x e Xb (3.6'2)

for any constant xp. Then, substituting Equation (3.6-2) into Equation (3.6-1),

XT o= AT s (3.6-3a)

z=Cx" +3zp (3.6-3b)

X0 = xg - xp (3.6-3¢)
where ]

Sh = sp + Axp (3.6-4a)

Zjh = 7y + Cxp (3.6-4b)

x5 = xg - xp (3.6-4¢)

Therefore, you can expect to estimate only some subset of the initial conditions and blases. For a
system with 2 states and m observations, there are 28 + m parameters in 3p, 2, and xg. This argument
shows that you can independently estimate no more than & + w such parameters. In Sections 3.6.1 and 3.6.2
we will present two classes of reasonsble subsets for atrcraft stability and control analysis; we have
used variants of both on various occasions.



3.6.1 Perturbation Equattons

The first subset results from the use of perturbation equations. Define xp = xg, so that x§ is zero;
then estimate s§ and z5. This is the simplest choice in many ways and is applicadle to almost any time-
invarfant 1inear system. The main disadvantage is that you must work with x* instead of x. Therefore,
if the state x consists of physically meaningful parameters, you lose some of the meaning. The method
also t‘lon not)utond well to nonlinear or time-varying systems (sometimes it can be done, but it creates
complications).

Specifying xg 13 sufficient to elimtnate bias indentifiability prodlems in most cases. In some cir-
cumstances, you can further reduce the number of nuisance bias parameters without causing problems. The
main reason for doing this is to save computer time, not to improve identifiadbility; with xg fixed, the

temaining bias parameters are usually among the best conditioned parameters in the problem, We discuss
three ways of reducing the number of bias parameters in the perturbation equations.

First, if xj s zero and the measurement noise at the first time point s small, you can fix the value
of zp at the first measurement; you can apply this fdea to a subset of the elements 25 if some of the
measurements are noisy. You must watch for the occasional wild point {f you use this idea: then either
remove the wild point, let 2§ be unknown, or (often the easiest salution if it is 7eally an {solated wild
point) start your maneuver one point later. You can use a host of other similar methods to arrive at a
fixed value for 2§ (for instance, average the first five measurements); however, remember that you are

Just trying to save time and make the problem simpler, Our attitude is that more comp) icated methods are
not worth the tiouble; 1f the first-point method is inadequate, let 25 be unknown.

Second, you can subtract the initial measurement from all the measured data and fix 2§ at zero; this

is equivalent to fixing 26 at the initial measured value, except that you must keep track of the dif-

ference between your perturbation measurements and the real measurements. The choice of this method or
the first is one of preference and convenience; we find it more convenient to use the real measurements.

Third, you can reduce the number of bias nuisance parameters to estimate by fixing sp at zero provided
that x§ is zero, the manuever starts at nearly steady state, and the system is stable (neutral stability
is not sufficient), be erally advise against this practice because you do not want to restrict your-
self to carefully stabilized maneuvers with steady initial conditions. One big advantage of statistical
parameter estimation over some of the earlier hand technigues for estimating stability and control deriva-
tives 1s that the newer methods have less stringent maneuver requirements: you can get more maneuvers in
less time and with less pilot workload. WNote also that if you use O as a3 state, the system has a
neutrally stable eigenvalue (or very close to neutral depending cn the exact implementation), and fixing
sp 1s asking for trouble (which is usually much more effective than asking for help).

3.6.2 Physical States

For alrcraft stability and control analysis, the states are usually physically meaningful measurable
quantities, We would 1ike the model states to be close to the true physical states. This makes it easier
to handle state nonlinearities because it eliminates the necessity of transforming back and forth between
physical and model states (and inevitably using the wrong one somewhere). Me can accept small differences
(for instance, on the order of the measurement biases in & reasonably calibrated instrumentation system).
This suggests the following scheme as an alternative to the perturbation methods discussed in Sec-
tion 3.6.1,

Choose the subset of the observation vector that represents direct state measurements., We assume
that there is such a subset (1t could be the entire observation vector), The subset is obvious in Equa-
tion (2.3-2): it is the longitudinal measurements Sm. Qm, &nd 6y and the lateral-directional measure-
ments Bw. P, Mm, and dp.  Me could abstractly discuss known invertible partitions of the C matrix, or
even introduce pseudoinverses, but if the relevant subset fs not obvious, there is probably 1ittle bene-

-

fit to the approach. Define x), such that the corresponding subset of 2z, is zero {x, is unknown); we

can do this as long as the corresponding partition of ¢ is invertible {which trivially is true for Equa-
tion (2.3-2)). This sounds more complicated than it 1s; all {1t means is that we ignore the longitudinal
quantities ay, qy, and 6y and the lateral-directional quantities Bhs Pbs Fh. And &y,

Specifying this subset of the vector 1s sufficient to resolve most hias identifiabilit problems.,
It {s conpletely aquivalent to specifying xp as zero in the perturbation equation approach; the results

from efther of these two approaches can be transformed into the other form,

The best way to further reduce the number of bias unknowns is to fix x§ based on the first measure-

ment. The same cautions apply here as when usin? the first measurement to fix values in the perturbation
equations; the measurement noise on the first point must be small, and you must watch out for wild points.




With this approach, 1t is not practical to fix Sp ot known values, as we could with perturbation

oquouogt. This is not a stignificant limitation, hecause we recosmend against fixing sp with efther
approach,

3.6.3 Special Considerations

The preceding discussions of biases and initial conditions are fairly general. You really need to
reexamine bias and initial-condition treatment for each new mode) form, considering the special situation
presented by each model. We cannot present every case here; we do discuss two simple situations represen-
tative of problems you might encounter,

For the first sttuation, consider a siwlo set of longitudinal state equations with states a, q, and
6; control inputs, lateral-directional coupling, and thrust are irrelevant to this argument, so we assume
411 such terms are zero. In matrix form, we have

a] [2a 1 o]fa 43’1.,
q]- H. N 0 qQ + N (3.“5)
) o 1 olle 0

In the sp vector, Zp and My are unknown, but there 1 a known zero in the third element. It is
tempting to do the estimation in exactly this form, with the third element of sp fixed at 2ero. Although
you can sometimes get by with this, we strongly recommend against trying. The @ state equation is an
open-loop integration of q. This {s neutrally stable and thus quite sensitive to smal) errors. Unfor-
tunately, several small errors are inevitable. One such small error is the difference between sh and

sp in the physical state approach. This difference is usual ly smll (the measurement noise on the first

poin;) but 1S not zero. Because the difference is small, it is easy to forget that our model is in terms
of sp instead of sp. Although Sp has a third element fixed at zero, sy does not; in fact the third ele-
ment of sj should equal the negative of the blas in the pitch rate measurement. Even a very small bias,
negligible in most other places, generates significant errors in an open-loop integration. Even if all
the measurements are perfect (an unlikely event), the imperfection of numerically integrating the equation
can introduce noticeabie drift in © unless you go to a lot of trouble to avoid it.

In most situations, the o state equation adds little information, and you can get along quite well
using measured 6 instead. If you do use a 6 state, be sure to allow an unknown bias in the state
equation; otherwise the extra state is more likely to degrade the results than to improve them. The
unknown bias will not eliminate the problems of neutral stability, particularly if the maneuver is long,
but will help reduce the biggest errors.

This discussion has assumed the use of an output-error method. If you use a filter-error method, the
m2asurement feedback makes the filter stable (not just neutrally stable). The filter-error methed is
therefore considerably less sensitive to small errors, and the preceding discussion does not completely
apply. With an equation-error method, you never use a '@ state equation, so the discussion is moot.

Similar principles apply to the ¢ state equation in lateral-directional models, except that ¢ is
important to the latera)l dynamics and you are less likely to be satisfied with using measured 9.

The second situation we consider arises when the K, of Equation (2.3-2a) is unknown. If Kq is unknown
and you are using physical states, the initial condition of o must also be unknown; you cannot just set
the initial condition equal to the measured a. (You could reasonably approximate the initial condition by
the measured a divided by the unknown Ky, but that is a nuisance to implement, It is easier to let the

initial condition be an independent unknown.) This point myy seem obvious and unworthy of mention, but we
have seen the error made several times (we too have made it once or twice). It is easy to fall into the
trap of only adding one more unknown (Kq) without rethinking the initial-condition treatment.

This error is insidious in that the results can appear quite reasonable. If you say that the initial
condition is known to equal the initial measured value, this strongly implies that K, is quite close to

unity. The computer program, obedient to your specification of the problem, will (assuming the program
works correctly) give an estimate close to unity and a high degree of confidence in the estimate. This
conclusion usually is at least plausible; thus, you might be convinced that you had learned something.
In fact, one of the symptoms of this problem is estimates more consistent than you should reasonably
have expected.

Consider, for example, Figure 3.6-1(a). This figure is a sketch of a typical measured angle-of-attack
signal and a corresponding computed signal for a longitudinal maneuver. This computed signal assumes that
Ka = 1 and the angle-of-attack initia) condition is 10°. The shape of the computed signal is similar to
that of the measured one, but the amplitude of the computed signal is significantly smaller. Such an
angle-of-attack fit, when combined with good fits on the other signals, suggests that the value of K, used
in the computed data might be too small,



If we recompute the computed time history of Figure 3.6-1(a) using Kg = 2, while leaving the angle-

of-attack inftial condition at 10°, the revised response 13 as shown in Figure 3.6-1{b). This rit is far
worse than that with Ko = 1 as shown in Figure 3.6-1(a). Thus, {f the initial condition 1s fixed at 10°,

the estimdtor will choose a value of K, close to unity. If the initial condition is free to vary, the
best attainable fit will be with K4 = 2 and an 1nitial condition of 5°, shown in Figure 3.6-1{(c).

The two situations discussed in this section represent two large classes of similar errors, In vot!
of these situations, the error is omitting a bias or inftial-condition term that should be estimated.
In the case of the © state equation, it {s usually quite obvious that something 1s wrong 1f you omit a
necessary blas. The Kq prodlem is more instdious in that the results appear reasonable and can lead to
false conclusions. You cannot avoid btas problems by estimating all biases and initial conditions as
unknowns, because you will then encounter identifiability probdlems,

Although there are many potential problems due to mishandling blases and inttial conditions, most of
these problems are edsy to avoid; many are as trivial as the Kq example. The difficulties arise mostly
through lect; biases are treated 11ghtly because they are nuisance rrmton. For each potential
bias or initial condition, you should ask what the consequences of neglecting it would be and what iden-
tifiability problems you might introduce by estimating it. If you treat biases with the same care as you
should accord all other parameters, you will seldom go wrong because biases, basically, are easy.

3.6.4 Agrodynamic Biases

We use the term "aerodynsmic bias® to refer to coefficients like the Zp or M of Equatfon (3.6-5) or
their nondimensional equivalents. These are nuisance parameters in some stability and control analyses;
as such, we are not particularly concerned about “true” values. An adequate estimate of a nuisance para-
meter iS one that does not cause problems with the important parameters. For some analyses, particularly
in the performance area, the asrodynamic blas coefficients might be of specific interest, rather than
being nutsance parameters.

It you desire reasonable estimates of aerodynamic bias parameters, you'must be particularly conscious
of the differences between sy, and s as defined by Equation (3.6-4). The derodynamic bias parameters are
tn sp and 2p, but we obtain estimates of sj and z5. Because of the identifiability problem mentioned
in the introduction to Section 3.6, we cannot accurately estimate Sh and 2, without making some assump-
tions. The most common such assumption is that the measurement biases are negligible. Any neglected
measurement biases will directly cause biases (errors) in the estimates of the serodynamic biases.
Measurement biases have only second-order effects on the estimates of coefficients in the A matrix and
other places (no effect if the system is strictly linear); therefore we are often somewhat cavalier
sbout accurately correcting measurement biases. If, however, you want to accurately estimate aerody-
namic biases, you first need to be very careful about removing instrument biases.

3.7 LINEARIZED EQUATIONS

The state and observation equations described in Sections 3.4 to 3.6, combined with the aerodynamic
models of Section 2.4, define system models. Even though we have assumed linear aerodynamics, these
models are nonlinear because of the trigonometric terms in the state equations and the quadratic terms in
the observation equations. Although we could use the nonlinear models as given, linearizing greatly redu-
ces the computational effort and complexity. Most of the kinematic nonlinearities play only a minor role
in the dynamics.

This entire section (3.7) is irrelevant to nonlinear implementations of output error and to output-
equation error approaches.

3.7.1 Linearization Using Measured Data

We linearize many of the nonlinear terms in the system by using the measured data, similar to the way
we eliminate differential equations using measured data. There are four approaches to such linearization,
depending on whether we use measured values at each time point or average values and whether we use a
eero-order (constant) or first-order (linear) expansion about the measured values.

The first and simplest approach is to use a zero-order expansion about the average measured value;
that fs, substitute the average measured value as a constant in all nonlinear terms. Before substituting
the measured angle of attack, it must be corrected to the center of gravity. The model is time invariant
with this approach, allowing very efficient computation. Equation (3.4-2) is an example of this approach
with the additional restriction that Equation (3.4-2) assumes the average values are zero. For this
approdch to work well, the nonlinear terms must be nearly constant during the maneuver; the approach is
therefore practically restricted to small angles and steady flight (or nearly so).

A second and slightly more general approach is to use a first-order expansion about the average
measured values. For example, with this approach the trigonometric factor in the gravity term of
Equation (3.4-3a) is linearly approximated by




Cos ¢ cos @ cos « + 3fn 6 3in a ® cos Y, cos & cos % *+ sin & sin 3y
* (s1n By cos ay - cos 8, cos &, sin ay)(a - o)
* (cos By stn ay - cos B, sin B, cos ag)(o - &) (3.7-1)

where & bar over & symbo! indicates adverage medsured value. We do not include a (¢ - &) term because
there is no computed ¢ in the longitudinal equations. The oy used fn this equation should ideally be
corrected to the center of gravity,

The correction of 9 to the center of gravity ts not as crucial 43 in the first approach, because the
stasured & is used here only as a potnt about which to expand the equation; as long as the measured o is
close to the computed o, the expansion will be reasonable. This approach s valid for larger maneuvers
than the first approach because we dpproximate the nonlinear terms by linear functions instead of
constants. The cost is its somewhat greater complexity. The mode! with this approach ts still time
invariant, and although Equation (3.7-1), for instance. may look complicated, it 1s easy to fmplemens.

The third and fourth dpproaches are simtlar to the first two except that we use point-by-point
measured values instead of tverages. These two approaches are valid for large variations in the values
(within the constraints of linearized nrodynanicsg. For_instance, we have analyzed longttudinal maneu-
vers during 360° aileron rolls (Maine and I1ff, 1979). These two approaches re.ult in time-varying
11near models, which require substantially more computer time than tine-invariant models (a factor of
about 2 or 3 in our program). For the most part, the time-varying models are no more complicated to
program than the time-invariant ones; they just run more siowly.

You can combine these four approaches, using different approaches for different terms. Generally,
the simpler approaches are adequate for the less important terms. For instance, there is little reason
to bother with first-order expansions of the q¢ teres in Equation (2.3-2). These centri fugal force terms
are usudlly too small to measure; we include them for some specia) cases and because they have negligible
cost and are 30 sasy to implement with ero-order expansions.

3.7.2 Axis Transformations

By far the most complicated nonlinearity to implement is the innocuous-looking axis transformation
of Equation (2.4-3a). The reason for the complication is that Cy and Cp must be expanded as in Equa-
tion (2.4-1), and severa) of the unknown stability and control derivatives enter into the nonlinearity.
In principle, any of the four linearization methods apply to this nonlinearity; application is simply a
matter of doing the algebra. The Iliff-Maine code MMLE3 (Mai-e and 1N1ff, 1980; Maine, 1981b), cannot
use point-by-point values in this Yinearization. We could extend the program's capability but have not
yet encountered requirements sufficient to Justify the complication. To date we have not found this
restriction a serious limitation, because the linecar derodynamics of Equation (2.4-1) are valid only
over limited ranges of a.

We can make a significant simplification in Equation (2.4-3a) for low angles of atiack., The simpli-
fication is

CL * Cx (3.7-2)

which will actually work over a larger angle-of-attack range than you would initially expect. We
generally have success with the simplification at conditions up to 20° angle of attack, and it was
adequate at 45° angle of attack on the space shuttle at hypersonic speeds. The approximation holds
up S0 well because the C; term in Equation (2.2-22b) (the only place CL appears) usually plays a

secondary role, Tho dominant term in Equation (2.2-22b) is g, particularly at high speeds, as in the
shuttle case, Therefore, we can be fairly sloppy about C| without introducing significant errors.

At low speeds and high angles of attack, the CL term is more important, and the approximation of Equa-
tion (3.7-2) is inappropriate.

Another way of stating this argument is that the identifiability of the Cy terms in Equation (2.2-22b)

is poor. We do not normally estimate these derivatives independently, but rather we compute them from
the Cy and Cp derivatives in the observation equation, Because of this poor identifiability, avoid the

temptation to estimate Cp derivatives if an a4y measurement is not available. Theoretically, the distinc~
tion between the Cy derivatives in the 3p observation equation and the CL derivatives in the a state
equation gives information about CA dertvatives. WNe have tried it and, as expected, obtained ridiculous

results; you would need much better a Reasyrements than we ever have to make such an idea work, The use-
ful Cy and Cp information comes from the observation squations.

Other possible ways around this nontinearity include using the (u,v,w) form of the state equations,
which introduces different nonlinearities in_the a, 8, and V observations, or doing the measurement coor-
dinate transformations discussed in Section 3.5.2.




3.8 COLLECTED EQUATIONS

Portions of the aircraft stability and contro} equations are spread over several of the preceding
sections in various forms. This section collects some useful forms of the equations.

3.8.1 Longitudinal Equations

We present two sets of longitudinal equatfons. The first set (Equations (3.8-1) to (3.8-5)) is ade-
quate for much analysis at low angles of attack. It uses the approximation that €| = CNs linearizes the

trigonometric gravity terms by substituting measured a and 6, and omits the 6 state equation. Although
we write the ay observation equation in this section, we often owit ay when using these simplified
equations (we then do not estimate Ca derivatives). We omit thrust and all but the most important
lateral-directional coupling terms.

The state equations are

as=- ﬂ%‘* (C, + &b) +q +-% (cos ¢ cos gy cos ac + sin 8y stn o) (3.8-1a)
qly = gscCy, (3.8-1b)

The observation equations are

= - x—a -
az Kq(u m q) (3.8-2a)
92 =q (3.8-2b)
as Xan o
n =g ON * 35 ¢ (3.8.2c)
gs Zax ¢
ay = -%_g. Ca +-—g-q (3.8-2d)
&z = & + &b (3.8.2e)
The aerodynamic coefficient expansions are
CN = CNya + CngS + Cny, (3.8-3a)
CA = Cpqa + CagS + Cay (3.8-3)
Cm = Cmga + Cpgb + Cngq 121% + Cmy, (3.8-3¢)
and we approximate
CL =¢CyN (3.8-4)

The quantities q, V, 6, and ¢ are all measured data in these equations. They can be either average or

point-by-point measurements as required (point-by-point measurement gives better fidelity but requires
more computer time). To reduce the number of subscripts, we omit the subscript m from those quantities
where no value is defined other than the measurement. The quantity ac is measured angle of attack,

corrected for upwash and sensor position. The unknown parameter vector is

£ = (CNG' CN5’ -CA“’ CAG’ cman c|'|\5| Cmqn ch! cAb' cmb’ cLb + &b- q.b) (3-8‘5)

Other commonly used, unknawn parameters include Ky and the a and q initial conditions.

Note that Cy» Chy» Cay» and Cmy» @ used in these equations, include measurement bias effects in

addition to the aerodynamic biases. See Section 3.6.4 for a discussion of this tssue. For instance,
there is no separate anp, unknown, because any, 1s subsumed in Chy~ To keep the notation simple, we
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include the aerodynamic CN, and measurement bias effects in the same symbol because both are nuisance
parameters and we cannot independently estimate both anyway. We do explicitly indicate measurement bias
effects added to C_ (we use the notation Eb. indicating a bias in the a equation) to make it clear that
the measurement bias effects subsumed in CLy are different from those subsumed in Cnp (for instance, %y
affects CNb but not CLb). The implementation in this case is simpler than the notation; we simply treat
ch and C|_b as being independent.

Equations (3.8-1) to (3.8-5) are adequate for most longitudinal maneuvers at low angle of attack.
The second set of longitudinal equations (Equations (3.8-6) to (3.8-12)) distinguishes C_ from Cn, as

needed at high angle of attack. It also includes the © state, thrust (aligned with the X axis), and more
of the kinematic lateral-directional coupling terms (still assuming symmetry). This set of equations
1inearizes about measured values in the gravity term and the transformation of Cn and Cp into Cp; this

allows you to get by with quite rough measurements of a and 9, even during large-amplitude maneuvers.

The state equations are based on linearizing Equation (3.4-4)

&--'ﬁ%(cu&b)*rq-(tans)(pcosuc”sfnt'c)

T sin ac  dgy dgp
. —— g —2 - + - 8-
5 + e (a - ac) 95 (0 - &y) +gp (3.8-6a)
TR 2 2
qly = gscCm + rp(Iz - Ix) + (r - p%)Ixz + Nrlye (3.8-6b)
8=qcos &-rsiné+d (3.8-6¢)

where the gravity term components are

g = e-(cos Op cos & cos o + sin 6y sin «) (3.8-7a)
d
E%E = % (-cos ¢ cos oy sin ac + sin gy cos a¢) (3.8-7b)
d
Egg'= %—(-cos ¢ sin 6p cos ac + c0S 6y sin a) (3.8-7¢c)

Note the important bias term éb in Equation 73.8-6c). Section 3.6.4 discusses the reasons for this term.
The observation equations are

3
az = Ke(o - 72 + 3% p) (3.8-8a)
qz = q (3.8-8b)
ez z= 0 (3.8'8C)

a Xap « 2a 2 Ya
S n n n e
=gy ON*+ gt d + 5" (an +p2) - S5 (3.8-84)
a Zay . Xa 2 Ya
S X X xes T
ax'-%gCA"‘T --—g—-(qm+r2) -'—g'—l‘ +m—g- (3.8'86)
Az =q+ap (3.8-8f)
The aerodynamic coefficient expansions are
CN = Cyga + CNg8 + Cnp {3.8-9a)
CA = Cpga + Cags + Cpp {3.8-9)

cm = qncu + c,ncc + Cmq g‘z— + C|“b (3.8-9(:)




The 1inearized expression for CL is

CL = CLgo + Cpgs + Cip (3.8-10)
where
CLu = ch cos o - CAG stn a, - Cp {3.8-11a)
CL6 = ch €os a. - CAs sin a, (3.8-11b)
and
Cp = Ca cos o + Cy sin o (3.8-12)

We could write a complicated expression for clb in terms of the Cy and Ca derivatives, but this is

unneccessary because we end up estimating C|_b + &b as an independent unknown for the same reasons as in

the simpler Tongitudinal equations. The Cp 1n Equation (3.8-11a) must be evaluate.l using only measured
values, or the system will not be linear.

As with the simpler Tongitudinal equations, measured data can be evaluated with either averages or
point-by-point measurements, The INiff-Maine code MMLE3 does not allow the use of point-by-point data in
Equation (3.8-11), but this is a Timitation of the program rather than of the method.

The vector of unknowns is the same as for the simpler longitudinal equations, with the addition of
the bfas éb.

The two sets of equations presented in this section cover a large range of applications. There are
numerous other reasonable sets of equations intermediate to these sets, There are essentfally an infi-
nite number of terms that you can add to accommodate special sttuations; nonsymmetric aircraft come to
mind as a case requiring extra terms.

3.8.2 Lateral-Directional Equations

We present a single set of lateral-directional equations adequate for most applications. The state
equations come from Equation (3.4-5), linearizing the gravity term about the measured ¢, linearizing
other terms by substituting measured values, and adding bias unknowns:

B = g% (Cy + By) + plap + sin a¢) - r cos ac

+ 3-sin &n cos 6 + s-cos ®m cos © (¢ - &) (3.8-13a)
Plx = Flxz = gsbCy + arnlly - I7) + puqlyz (3.8-13b)
FIz - plyz » qsbCy + Pmd(Ix - Iy) - qrmlc; - Nqlye (3.8-13¢)
$=p+rtanosineg+ q tan @ cos &y (3.8-13d)
The observation equations are

Bz = Kg(8 - ? P+ ? r) (3.8-14a)
Pz =p (3.8-14‘))
rg=r (3.8-14¢)
0 =0 (3.8-14d)

- z X y

3 a . 8y o a 2 2

ay-%g—(:y-—glp'&-—glr-—il(pm-rm) : (3.8-14e)
Pm = P + Pp (3.8-14¢)

fm=r +rp (3.8-14g)
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The aerodynamic coefficient expensions are

Cy = CygB + Cy,é + Cyp - (3.8-152)
Co = Cagh + Coqf + Cp % + Cy,. 2—3 + Cyy (3.8-15b)
Cn = CngB + Cngé + Cpy g% + Cnp ;_3 + Cpy (3.8-15¢)

We include the term ib in Equatfon (3.8-13a) for the same reasons that Eb is included in Equa-
tion (3.8-1a); the effect is that the Cyb in Equation (3.8-13a) is independent of that in Equa-

tion (3.8-14e). The parameter ap in Equation (3.8-13a) also deserves mention: This parameter allows
for an unknown bias in the corrected a measurement. We usually do not account for biases in the measured
data used to linearize the equations (we account only for biases in the observations we are matching).
Biases usually have small effects on the Jinearizations; accounting for all such biases would entail
significant complication and give negligible improvement (indeed, degradation due to identifiability
problems would be Yikely). For instance, we 1Enore biases in the measured © or q used in Equations
(3.8-13) and (3.8.14). The (p sin a) term in Equation (3.8-13a) is the one place where we feel that
such biases are important. This is because p can be quite large compared with 8 in aileron maneuvers ;
therefore, small errors in measured a can have important effects on this term. For instance, the use of
average measured a instead of point-by-point values could introduce enough error to be important. We
recommend allowing an unknown bias in this term, as shown in Equation (3.8-13a). It is possible to use
this term to estimate the angle-of-attack calibration, but the results usually have too much scatter
{several degrees) to be very useful for most purposes.

The vector of unknown parameters is
£ = (CYS' CYC' C‘s. C‘G' cgp. cgry cnsu C"C' cnp' cﬂr’ cYb' c"b' cnb’ C.Yb + an Wy .bn Ph» rb)
(3.8-16}

The equations presented in this section are adequate for most applications. You can add terms as
appropriate for special situations.
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Figure 3.6-1. Angle-of-attack fit.



4.0 DETAILED COMPUTATIONAL ESTIMATION EXAMPLES

In Chapters 2 and 3 we discuss the governing equations that are used for the bulk of the aircraft
stabi1ity and control estimation that is discussed in the remainder of this document. This chapter deals
with the actual estimation of parameters from dynamic data. The purpose of this chapter is to present *
the parameter estimation steps in enough cetafl so that someone previously unfamilfar with parameter
estimation can fully grasp the method. We begin with a brief description of the computer program used
for parameter estimation throughout this document. We then analyze a short computed time history in suf-
ficient detal) so that anyone can repeat the steps and obtain the same answers with a simple computer
program or even with a pocket calculator. After several variants of this example are discussed, the
chapter concludes with a discusstion of actual flight data analysis.

4.1 DESCRIPTION OF THE MMLE3 PROGRAM

The 11{ff-Maine code (MMLE3 program) is used throughout the rematnder of this document to estimate
the coefficients of the differential equations of motion. The algorithms used are defined in Maine and
IT1ff (1984, chapters 7 and 8). The bulk of the analysis in this document is for the estimation of sta-
bility and control derfvatives from aircraft maneuvers; the MMLE3 program includes the implementation of
che aircraft equations described in Chapter 3. The program is fully described 1, Matine (1981b2. Docu-
mentation of all the available options and the use of the program are detailed in Maine and INiff (1980),

Figure 4.1-1 11lustrates the maximum likelihood estimation concept for atrcraft data as used by MMLE3.
The measured response of the aircraft is compared with the estimated response, and the difference between
these responses is called the response error. The Gauss-Newton computational algorithm (Matne and NN 1{ff,
1984, section 2.5.2) 1s used to find the coefficient values that maximize the 1ikelthood functional. Each
iteration of this algorithm provides revised estimates of the unknown coefficients based on the response
error. These revised estimates of the coefficients are then used to update the mathematical model! of the
aircraft, providing a revised estimated response and therefore a revised response error. The mathematical
model is updated fteratively until a convergence criterion is satisfied. The estimates resulting from
this procedure are the maximum 1ikelthood estimates.

The maximum 1ikelihood estimator also provides a measure of relfability of each estimate based on the
information obtained from each dynamic maneuver. This measure of reliability, analogous to the standard
deviation, is called the Cramér-Rac bound (Maine and IV{ff, 198la; Maine and IViff, 1984) or the uncer-
tainty level. The Cramér-Rao bound as computed by current programs should generally be used as a measure
of relative accuracy rather than absolute accuracy. The bound is obtained from H, the approximation of
the information matrix. The information matrix equals the approximation to the second gradient given by
Maine and IN1ff (1984, equation (8.3-3)). The bound for esch unknown is the square root of the corre-

sponding diagonal element of H; that is, for the ith unknown, the Cramér-Rao bound 1s WA{T,T). The MMLE3
program scales the estimate of the Cramér-Rao bound for the observed noise amplitude by first multiplying
the H matrix by a scaler (discussed further in Section 4.3.2).

4.2 EQUATIONS FOR A SIMPLE EXAMPLE

The basic concepts involved in a parameter estimation problem can be illustrated by a simple example
representative of a realistic aircraft problem. The example chosen here is respresentative of an aircraft
that exhibits pure rolling motion from an aileron input. This example, although simplified, typifies the
motion exhibited by many aircraft in particular fl1ight regimes, such as the F-14 aircraft flying at high
dynamic pressure, the F-111 atrcraft at moderate speed with the wing in the forward position, and the
T-37 aircraft at low speed.

Deriving an equation that describes this motion is straightforward. Figure 4.2-1 depicts an atrcraft
with the X axis perpendicular to the plane of the figure (positive forward on the aircraft). The rolling
moment L°, roll rate p, and aileron deflection §a are positive as shown. For this example, the only

state is p and the only contro! is é;. The result of summing moments is

Ip = L°(p, &) (4.2-1)
The first-order Taylor expansion then becomes
P = Lpp + Lgydy (4.2-2)
where
L% Iyl

Since the aileron is the only cuntrol, 1t is notationally simpler to use & for &, in discussing this
example, Equation (4.2-2) can then be written as

P = Lpp + Lgs (4.2-3)



An alternative approach that results in the same equation is to combine Equations (3.8-13b) and (3.8-15b)
(substftuting for C2) and then eliminate the terms that are zero for our example, This ylelds

ply = asb(c.p Iz'-v". + c.,e) (4.2-4)

where p 13 the roll rate and & the aileron deflaction. The equation can be put into the dimensional
derivative form of Equation (4.2-3) by rearranging terms.

Equation (4.2-3) 1s a simple aircraft equation in which the forcing function 1s provided by the
atleron and the demping by the damping-tn-roll term lp. In Sections 4.2 to 4.4 we examine in detail the
parameter estimation problem where Equation (4.2-3) describes the system. For this single-degree-of -
freedom problem, the maximum 1ikelihood estimator is used to estimate either Lp or Lg, or both, for a
given computed time history,

Now that we have specified the equations describing our simple model, we can examine the characteris-
tics of maximum 11kelihood estimation in this simple case. Maine and IN1ff (1984, chapters 2, 7, and 8)
describes 1n detatl maximum 1ikelihood estimation for the general case; for our simple example, we need
only some of those results. Where, as in our wxample, there is no state noise and the equations of
motion are 1inear, the equations are

x(tg) = xg (4.2-5)
" x(t) = Ax(t) + Bu(t) (4,2-6)
2(tq) = Cx(ty) + Du(ty) + 6n (4.2-7)

where x is the state vector, z the observation vector, u the control vector, and the stadbility and
control der{vatives defined in Chapter 3 are contained primarily in the A and B matrices.

If there is no state nofse and the matrix 6 1s known, then the maximum 1tkelihood estimator minimizes
the cost function

aey =1 ifltz(m = 2(t)1(66%) - 1Lz(ty) - 2,(¢q)) (4.2-8)

where 66* is the measurement nofse covariance matrix and 2(“" s the computed response estimate of z at

ty for a given value of the unknown Parameter vector {. The cost function is a function of the differ-
ence between the measured and computed time histortes.

For the no-state-notse case, the zz(q) term of Equation (4.2-8) can be approximated by

% (tg) = xg(€) (4.2-9)
i;(thl) = X (t1) + YLu(ty) + u(tye)))/2 (4.2-10)
Ee(ty) = C2 () + Du(ty) (4.2-11)
where
¢ = exp[A(tye) - t4)] (4.2-12)
v- L :mm(h) dr B (4.2-13)

To minimize the cost function J(E), we can apply the‘Mton-Rnphson algorithm, which chooses suc-
cessive csti,lt.os of the vector of unknown coefficients €. Llet L be the iteration number; the L + 1
estimate of { is then obtatned from the L estimate as

LR [vzc"(et)]-l[';"(el )] (4.2-14)

The first and second gradients are defined as

ved(e) = - 1?.1[1(“) - Ze(t1)]* (@6*)-1fv 2, (t1)] (4.2-15)
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The Gauss-Newton approximation to the second gradient {s
v:.)(c) ' 12}[vgz“(tg)]'(M')'l["!{(t? )] (4.2-17)

The Gauss-Newton approximation {s computationally much simpler than the Newton-Raphson algorithm
because the second gradient of the innovation never needs to be calculated. In addition, the Gauss-
Newton approximation can speed the convergence of the algorithm, as is discussed in Section 4.4.1,

Equation (4.2-8) then gives the cost function for maximm Vkelthood estimation. The weighting GG*
s unimportant for this problem, so set GG* = 1. For our example, Equations (4.2-6) and (4.2-7) reduce
to xi = py and z4 = xy. Therefore, Equation (4.2-8) becomes

J(Lp.Lg) -%121 [pt - By(Lp, Lg)R2 (4.2-18)

where py s the value of the measured response p at time ty and By(Lp,Ls) is the computed time history of
B at time ty for = Lp and Ls = Lg. Where computed (not fiight) data are used in the rematnder of
this chapter, the measured time history refers to py, and the computed time history refers to m(Lp.Lc).

The computed tine history is a function of the current est imates of Lp and Lg, but the measured time
history is not,

The most straightforward method of obtatning By is to use Equations (4.2-9) and (4.2-10). In terms
of the notatfon just defined,

Pre1 = 81 + ¥(8y + §34)/2 (4.2-19)
where
¢ = exp(Lpa) (4.2-20)
L ] '[A exp(Lpr) dr Lg = Lel! - QXP(LPA)J (4.2-21)
b
and & is the length of the sample interval (tiel = t4). Simplifying the notation,
814172 = (81 + 8141)/2 (4.2-22)
then
Pis1 = oft + v8441/2 (4.2-23)

The maximum 1ikelihood estimate fs the value that minimizes Equation (4.2-18). The Gauss-Newton
method described previously s used for this minimization. Equation (4.2-14) is used to determine suc-
cessive values of the estimates of the unknowns during the minimization.

The first and second gradients are defined by Equations (4.2-15) and (4.2-16). The only term
from Equations (4.2-14), (4.2-15), and (4.2-16) remaining to be defined is 'c‘c(t') or, for our case,
7;61. Equatfon (24) of Maine and Niff (1981b) is a corresponding approximation for our problem. In
our notation,

ePray = OB, ¢ v[(vgl.p)ﬁi /2 * (VeLe) i) /z] (4.2-24)
For this simple example, the equations can be concisely written in terms of sartial derfvatives as
9
(!J_:—l) LN (-:%) + ¥8441/2 (4.2-26)

where

G [":&‘ ‘:&]' (4.2-27)



r this simple example, § = [y, [41*, and successive estimates of (p and Cg are determined by

fterating Equation 54.2-14 « The first and second gradfents of Equation (4.2-14) are defined by Equa-
tions (4.2-15) and (4.2-17). The complete set of equations 1s given in Maine and ITier (1980).

We can now write the entire procedure for obtaining the maximum 11kelihood estimates for this simple
example. To start the algorithm, initial estimates of Lp and Lg are needed; these are the value &0,

From Equation (4.2-14), 31 and subsequently EL are defined by using the first and second gradients of
J(Lp.Lg) from Equation (4.2-18), The gradients for this particular example from Equations (4.2-15) and
(4.2-17) are

@) - -é\m - BV (4.2-28)

(i {1 . 2
ole) » P (Vtﬁi) (Vtﬂ) (4.2-29)

Expanded into partial derivative forms, these become

Eil(m - 5) %
VEJ(EL) - (4.2-30)

N
- py) X
|2, (P1 - #1) 3

[ %(ﬂ)" i- 1\

. 1=1 \¥p i=1 (E;Xm)

v2a(&) = (4.2-31)
) 2

s \p A/ 5\

These terms are completely defined for $1 and the partial derivative of 01 by Equations (4.2-23),
(4.2-25), and (4.2-26),

4.3 COMPUTATIONAL DETAILS OF MINIMIZATION

In Section 4.2 we specify the equations for a simple example and describe the procedure for obtain-
ing estimates of the unknowns from a dynamic maneuver. In this section we give the computational details
for obtaining the estimates. Some basic concepts of parameter estimation are best 1llustrated by using
Computed data, where the correct answers are known; therefore, in this section we study two examples
involving computed time histories. The first example (Section 4.3.1) is based on data that have no
measurement noise; in this case resulting estimates equal tie correct vilues, The second example (Sec-
tion 4.3.2) is based on data that have significant measurement noise added; consequently, the estimates
do not equal the correct values. Throughout this chapter the term "no-noise case” 's used for the case

with no noise added and *ncisy case" for the case where noise has been added.

We desire to keep these examples simple endugh so that some or a1l of the calculations can be com-
pleted on a home computer or, with some labor, on a calculator; therefore, we will use only a very small
number of data points. For these computed examples, 10 points (time samples) are used. The simulated
data (which we <all mezsured data) are based on Equation (4.2-3). We use the same correct values of Lp
and Lg (-0.2% :nd 10.0, respectively) for both examples. In addition, the same aileron input & is
used for buln examples, the sample interval A is 0.2 sec, and the initial conditions are zero. Tables of
all significant intermediate values are given for each example. We report these values to 4 significant
digits; however, to obtain exactly the same values with a computer or calculator requires the use of 13
significant digits (as we used in computing these tables). If the 4-digit numbers are used in the com-
putation, the answers will differ by a few tenths of a percent, but they will still serve to illustrate
the minimization accuracy. In both examples, the initial values of Lp and Lg (or &) are -0.5 and 15,0,
respectively.

4.3.1 Example With No Measurement Noise

The measurement time history for the no-noise case ts shown in Figure 4,3-1, The aileron input
starts at zero, changes *- - fixed value, and then returns to zaro. The resulting roll-rate time
history is alsc . .zun. alues of the measured roll rate are given in Table 4.3-1 along with the
alleron i, ...



Table 4,3-2 1ists the essential intermediate values for the terms in Equation (4.2-14) for the first
four iterstions. Except fer columns 8 to 12, the columns are self ¢ lanatory. Columns 8 and 9 are the
intermediate values of the summation for the first gradient terms of tion (4.2-30). For xample, the
f1fth row 1s the summation for 1 = | to 5. Likewise, columns 10 to 12 are the interwmediate values of the
second gradient terms in Equation (4.2-31),

e can obtatn §L for each value of L (the 1teration number) hy using Equation (4.2-14) and the values
in the Tast row of the Yast five columns for each iterstion. For the first fteration (from L « 0 to
L = 1), we can use Cramér's rule to obtain

'l 3.701 ‘”os
M ‘l o‘ 33.50 ‘3305 ‘ - o.m -0.1“1 o
['iJ(C)] * {3350 3.7 . (382.4)(3.701) - (33.50)(33.50)  L-0.1841 1.9 (4.3-1)
w(ig) - [-1o10 (4.3-2)

Equation (4.2-14) becomes
fue[L2] - GRA) - (o2t ML) - (3 (433

Agatn, although these equations display 4 significant digits, we have used 13-digit accuracy in
the computation.

Table 4.3-3 shows the values for I:p. fg. and J for each iteration, dlong with the values of ¢ and ¥
needed for calculating f.. In three iterations the algorithm converges to the correct values (to four

significant digits) for both Lp and Lg. The value of fc overshoots slightly on the first fteration and
then quickly arrives at the correct answer. The value of Lp overshoots slightly on the second iteration.

In Figure 4.3-2 the measured data are compared with the computed data for each of the first three
1terations. The match 1s very good after two iterations and nearly exact after three 1terations.

Because we are looking for the maximum 1ikelihood estimate, we expect the value of the gradient to gu
to zero at the estimate. The gradient is given in Table 4.3-2, in the direction of Lp tn column 8 and in
the direction of Lg in column 9, The gradient should 90 to Zzero in each of these directions at the maxi-
wm Tikelthood estimate. The gradhnts for the entire maneuver are shown in Table 4.3-2 as the last row
for each iteration in columns and 9; they rapidly approach zero as the algorithm converges., If we con-
tinued to iterate, the algorithm would eventually generate very small values.,

Although the algorithm converged with four-digit accuracy in Ly and Lg, the value of the cost func-
tion J continued to decrease rapidly between the third and fourth fterations. This is a consequence
of using the maximum 1ike!ihood estimator on data having no measurement noise. Theoretically, with
infinite-accuracy computation, the value of J at the minimum should be zero. However, with finite
&ccuracy, the value of J becomes small but hever reaches zero. The value of J is 3 function of the
humber of signiffcant digits being used. For this example, using 13-digit accuracy, the cost eventually

decreases to approximately 0.3 x 10-28,
4.3.2 Example With Measurement ise

The data used in the nofsy case are the same as those used tn the no-noise Case, except that pseudo-
Saussian notse has been added to the roll rate. The time history s shown in Figure 4.3-3, The signal-
to-noise ratio 1s quite low in this example, as is readily apparent by comparing Figures 4.3-1 and 4.3-3,
The values of the time history (to 13-digit accuracy) are shown in Table 4.3-4, Table 4.3-5 shows inter-
mediate values for the terms in Equation (4.2-14) for L = 1 to 4 in the same manner described in Sec-

tion 4.3-1., The succeeding values of Ep and f6 are obtained as described previously., The values of I:p.

Ec, ¢, ¥, and J for each iteration are showm in Table 4.3-6. The dlgorithm converges in four iterations,
The behavior of the coefficients as they approach convergence s _much 1ike that in the no-noise case.
The most notable result of this case is the converged values of Ly and Ls, which are somswhat different

from the correct values. The match between the measured and computed time histories is shown in Fig-
ure 4.3-4 for each iteration. Mo change is apparent for the last two fterations. The match is very
900d considering the level of measurement noise. ,

In Figure 4.3-5, the computed time history for the no-noise estimates of Lp and Ly is compared with

that for the notsy-case estimates. In the noisy case the algorithm converged to values somewhat dif-
ferent than the correct values, so the two computed time histories are similar but not identtical.



Table 4.3-5 shows the values of the cost function and the values of the gradients with respect to Lp
and Lg. The values of J for the third and fourth fterations are the same to four significant digits.
The gradients in each direction are correspondingly small, indicating that the algorithm has converged.
The values of the gradients shown in Table 4.3-5 for L = 4 demonstrate an interesting characteristic
that arises from having a very small number of samples for & maneuver with a low signal-to-noise ratio:
Between | = 9 and 10 the value of the gradient goes from a fairly large number to a smal) number., This
indicates that with a different noise signal or with more samples the gradient would probably be zero at
some values of Lp and Lg significantly different than those shown for this particular case.

The accuracy of the converged elements can be assessed by exsming the Cramér-Rao inequality (Maine
and 114ff, 1980, 1981b) discussed previously. The value of the Cramfr-Rao bound for each unknown 1s the
square root of the correspording element in the N matrix. A s)ightly different approach is used to
obtain the Cramér-Rao bound for flight-measured data than is used for computed data, because the measure-
ment covariance matrix GG* 13 unknown for flight data. In general. the expected value of Jaip is
£(N-1)/2, where & is the dimension of GG* and N is the number of data points, For measured data, if
Jmin 1S not approximately :(N-1)/2, then the original estimate of 6G* is probably not good. A first
approximation to correcting 66* is vo multiply GG* by 2min/A(N-1), which has the effect of multiplying H
by ¢ factor of 2Jgin/a(N-1). For the scalar case we are studying here, & = 1; 30 the correction term is
2Jnin/(N-1). Since we are tresting our simulated data simtlarly to how actual flight data would be
treated, we will make the correction to the bound. Thus, the Cramér-Rao bound can be obtained from the
following approximation to the information matrix:

W= 20min) (20) Y/ (01 (4.3-4)

The Cramér-Rao bounds for Lp and Lg are the square roots of the diagonal elements of the H matrix, or
WHAITT) and WATZZ), respectively. The Cramr-Rac bounds are 0.1593 and 1.116 for tp and Lg, respec-

-

tively. The errors in Ly and Ls are less than the bounds.

4.4 COST FUNCTIONS

In Section 4.3 we obtain maximum 1ikelihood estimates for computed time histories by minimizing the
valyes of the cost function. To understand fully what occurs in this minimization. we must study in more
detai]l the form of the cost functions and some of their more important characteristics. The same two
time histories studied Section 4.3 are examined in this section: The cost function for the no-noise case
is discussed briefly: the cost function for the noisy case is then discussed in more detail. The noisy
case is more interesting because it has a meaningful Cramér-Rac bound and is more representative of
aircraft flight data.

First, we ook at the one-dimensional case, where Lg is fixed at .the correct value, because it is

easier to grasp some of the characteristics of the cost function in one dimension. Then we look at the
two-dimensional case, where both Lp and L are varying. The cost functions are based on computed time
histories defined by Equation (4.2-18). For every time history we might choose (comput -4 or flight
data), a complete cost function ts defined. For the case of n variables, the cost fun..ion defines a
hypersurface of n + 1 dimensions. Constructing this surface and looking for the minimum (avoiding the
use of the minimization algorithm) is not a reasonable approzch, because ir general the number of
variables is greater than two. Therefore, the cost function can be described mathematically but not pic-
tured graphically,

4.4,1 One-Dimensional Case

To 1llustrate the many interesting aspects of cost functions, it is easiest to look first at cost
functions having one variable. This section studies the one-variable cost function J(Lp). with Lg = 10:;

this cost function is more interesting than J(L3j). Figure 4.4-1 shows the cost function plotted as a

function of Lp for the no-noise case. As expected for this case, the minimum cost s zero and occurs at
the correct value of Ly = -0.2500. The cost increases much more slowly for a more negative Lp than for a
positive Lp. Physically this makes sense: The more negative values of Lp represent cases of high
damping, and the positive Lp represents an unstable system. Therefore, the p; for positive Lp becomes
increasingly different from the measured time history for small positive increments in Lp.

Figure 4.4-2 shows the no-noise response for the correct Lp (-0.2500) compared with those obtained
for Lp values of -0.25 and 0.75. The response for Lp = -0.7500 is closer to the correct response than
is the response for Lp = 0.2500. The differences affect the cost function even more strongly then they

affect the responses because the cost function is proportional to the square of the differences in the
responses (Equation (4.2-18)). For very large damping (very negative Lp). the system would show essen-

tially no response. Therefore, large tncreases in damping change the value of J(Lp) relatively little.
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In Figure 4.4-3, the cost function based on the notsy case time history 1s plotted as & function of
Lpe The correct Lp value (-0.2500) and the Lp value (-0.3218) at the cost minimum (3.338) are both 1ndi-
cated on the figure, The general shape of the cost function tn H?uro 4.4-3 s similar to that shown in
Figure 4.4-1. In Figure 4.4-4, the cost functions based on the no 8y and no-noise ceses are compared,
The comments relating to the cost function of the no-nofse case also apply to the cost function based on
the noisy case. Figure 4.4-4 shows clearly that the two cost functions are shaped similarly but shifted
tn both the Lp and J directions. Only a sma)) difference in the value of the cost would be expected far
from the minteum because the estimated time history is so far from the measured time history that 1t
becomes irrelevant as to whether the measured time history has noise added. This point :s clearly seen
in Figure 4.4-5, where the response for Lp = 0.2500 1s compared with the response for the correct values
of Lp for the no-nofse and notsy cages, The cost function is the sum of the squares of the difference
between the measured and estimated responses (Equation (4.2-18)). In some cases the difference at a
given point is smaller for the no-noise response than it is for the notsy case, and sometimes 1t is
Targer, However, these differences are smal) compared with the distance between the correct and esti-
mated responses. Therefore, the value of the cost function J is large for both the no-notse and the
noisy cases, and the difference in the two cost functions is small compared with the total cost.

Figure 4.4-6 shows the gradient of J(i.p) as a function of Lp for the noisy case. We discuss finding

the Zero of this function (or equivalently, the minimum of the cost function) using the Gauss-Newton
method. The gradient is zero at Lp = -0.3218, which gtves the mintmum value of J(Lp).

The difference between the Newton-Raphson method (Equation (4.2-16)) and the Gauss-Newton method
(Equation (4.2-17)) of minimization is ment foned in Section 4,2. For this simple one-dimensional case,
we can easily compute the second gradient both with the second term of Equation (4.2-16) (Mewton-Raphson)
and without the second term {Gavss-Newton, Equation (4.2-17)). The Newton-Raphson and the Gauss-Newton
approximation second gradients are compared in Figure 4.4-7, The Gauss-Newton second gradient (dashed
Tine) always remains positive because it is the sum of quadratic terms (squared for the one-dimensional
example), Tre Newton-Raphson second gradient can be positive or negative, depending upon the value of
the second partial dertvative with respect to Lp. Other than the difference in sign for the more nega-
tive Ly, the two curves have similar shapes.

As stated previously, the Gauss-Newton method is superior to the Newton-Raphson method in certain
cases; we can demonstrate obvious cases of this with our example. Problems with the Newton-Raphson
method will occur where the second gradient (slope of the gradient) is near zero or negative; Fig-
ure 4.4-6 shows such a region near Lp = -1.0. If we choose a point where the gradient slope is exactly
2ero, we are forced to divide by zero in Equation (4.2-14) with the Newton-Raphson method: such a point
fs at Lp = -1.13 in Figure 4.4-7. [f the value of the slope of the gradient is negative, then the

Newton-Raphson method will generate very negative values of Lp. For very negative values of Lp. the
cost becomes asymptotically constant, and the gradient becomes nearly zero. In that region, the Newton-
Raphson algorithm diverges to negative infinity. 1If the slope of the gradient is positive but smail, we
still have a problem with the Newton-Raphson method. Figure 4.4-8 shows the first iteration, starting
from Ly = -0.95, for both Gauss-Newton and Newton-Raphson methods. The Newton-Raphson method selects a
point where the tangent of the gradient at Lp = -0.95 intersects the zero line. This results in the
selection of Lp ¥ 2.6 n the first iteration. Many iterations are required to progress from that value
to the actual minimum. On the other hand, the Gauss-Newton method selects Lp ¥ -0.09 and converges to
the minimum (to four-digit ccuracy) in two more iterations. With more complex examples, a comparison of
the convergence properties of the two algorithms becomes more difficult to visualize, but the problems
tre generalizations of those i1lustrated here.

The usefulness of the Cramér-Rao bound is discussed in Sectton 4.3-2. We now digress briefly to
discuss some of the ramifications of the Cramér-Rao bound for the one-dimensional cuse, The Cramér-Rao
bound has meaning only for the noisy case. In the noisy example, the estimate of Lp is -0.3218 and the
Cramér-Rao bound is 0.0579., The calculation of the Cramfr-Rao bound is defined in Section 4.3.2 for
both the one-dimensional and two-dimensional examples. The scatter in the estimates of Lp should be
about the same magnitude as the Cramér-Rao bound. For the one-dimensional case discussed here, the
range (Lp = =0.3218 plus or minus the Cramér-Rao bound 0.0579) nearly includes the correct value of

Lp = -0.2500. If noisy cases are generated for many time histories (adding different measurement nofse

to each time history), then the sample mean and sample standard deviation of the estimates for these
cases can be calculated. Table 4.4-1 lists the sample mean, sample standard deviation, and the standard
deviation of the sample mean (standard deviation divided by the square root of the number of cases) for
5, 10, and 20 cases. The sample mean, as expected, gets closer to the correct value of -0.2500 as the
number of cases increases. This is also reflected by the decreasin? values in the third column of
Table 4.4.1, which 1ists estimates of the error in the sample mean. The second column of Table 4.4-]
shows the sample standard deviations, which ndicate the dpproximate accuracy of the individual esti-
mtes. This standard deviation, which stays more or less constant, is approximately equal to the
Cramér-Rao bound for the noisy case being studied here. In fact, the Cramér-Rao bounds for each of the
20 noisy cases (not shown in the table) differ 1ittle from the values found for the noisy case being



studied, Both of these results are in good agreement with the theoretical characteristics (Matne and
1Hirf, 1981d) of the Cramér-Reo bounds and maximum 11kelihood estimators in genersl.

These examples indicate the value of obtaining more sample time histories (maneuvers). MHaving more
samples increases confidence in the estimate of the unknowns. This also holds true when analyzing actua)
flight data. Thus, 1t 1s always advisable to obtain data from several maneuvers at & given flight con-
dition to improve the best estimate of each dertivative.

The magnitudes of the Cramér-Rao bounds and of the error between the correct and estimated values of
Lp are determined to a large extent by the length of the time history and the amount of noise added to

the correct time history. For the case being studied, 1t s apparent from Figure 4.3-3 that the amount
of noise being added to the time history is large. The effect of the measurement noise power (6G*,
Equations (4.2-6) and (4.2-7)) on tha estimate of Lp for the time history is summarized in Table 4.4-2,

The estimate of Ly is much improved by decredsing the measurement noise power. A reduction in the value
of & to one-tenth of the value in the noisy case betng studied ylelds an acceptable estimate of lp. For
flight data, the measurement noise ts reduced by improving the accuracy of the output sensors.

4.4.2 Two-Dimensional Case

In this section the cost function dependent on both Ly and Lg is studied. The no-noise case is
examined first, followed by the noisy case.

Although the cost function is a function of only two unknowns, it 1s much more difficult to visualize
than 1s the one-dimensional J(Lp). The cost function over a reasonable range of Lp and Lg is shown in
Figure 4.,4-9, The cost increases very rapidly in the region of positive Lp and large values of Lg. The
reason for this sharp increase s just an extension of the argument involving positive Lp given in Sec-
tion 4.4.1. The smtc of the surface can be depicted in greater detatl if we examine only the values of
the cost function J(Lp,Lg) < 200 for Ly < 1.0. Figure 4.4-10 depicts this restricted surface viewed
from the upper end of the surface. The minfmum must 1ie in the curving valley that gets broader toward
the far side of the surface. Given this picture of the surface, we can look at the isoclines of constant
cost on the Lo-Ls plane (Figure 4.4-11). The steepness of the cost function in the positive direction
is once again apparent. The cost function minimum is indicated by a cross. The more nearly elliptical
shape inside the closed isocline indicates that the cost function is nearly quadratic there, so fairly
rapid convergence would be expected in this region. The Lp axis becomes an asymptote for the cost func-

tion as Ly approaches zero. The cost is constant for Lg = O because no response would result from any
afleron input; the estimated response is zero for all values of Lp, resulting in constant cost.

Figure 4.4-12 shows an expanded view of the cost function near its minimum, which (as seen in the
earlier example, Table 4.3-3) occurs at the correct values of lp = -0,2500 and Lg = 10. This is also
evident by looking at the cost function surface shown in Figure 4.4-12. The surface has its minimum at
the correct values, As expected, the value of the cost function at the minimum is zero.

As in the one-dimensional case, the primary difference between the cost functions for the no-noise
and nofsy cases is a shift in the cost function. In the one-dimensional case, the cost function for the
noisy case shifted so that the minimum was at a higher cost and a more negative value of Lp. In the two-
dimensions) case, the cost function exhibits a similar shift in both the Lp and Ls directions. The shift
1s small enough that the difference is not visible at the scale shown in Figure 4.4-9 or from the per-
spective of Figure 4.4-10. Figure 4.4-13 shows the fsoclines of constant cost for the nofsy case, which
look much like the isoclines for the no-noise case shown in Figure 4.4-11. The difference is a shift of
about 0.1 in Ly, Intuitively, it can be seen that this would hold true for cases with more than two

unknowns; the primary difference between the two cost functions is near the minimum.

We next examine the cost function near the minimum. Figure 4.4-14 shows the same view of the cost
function for the moisy case as shown in Figure 4,4-12 for the no-noise case. The shape {s roughly the
same as that in Figure 4.4-12, but the surface is shifted such that its minimum lies over Lp = -0.3540

and Lg = 10,24, and it is shifted upward to a cost function value of approximately 3.3.

To get a more precise idea of the cost function of the noisy case near the mintmum, we once again
examine the iscolines. The {soclines in this region (Figure 4.4-15) resemble ellipses much more than
those in Figures 4.4-11 and 4,4-13. The estimates from the first few iterations in Table 4.3-6 are also
shown in Figure 4.4-15. The first iteration (L = 1) brought the values of Lp and Ls very close to the
values at the minimum, and the second essentially arrived at the minimum (viewed at this scale). One of
the reasons the convergence is so rapid in this region is that tne tsoclines are nearly elliptical,
demonstrating that the cost function is very nearly quadratic in this region., If we had started the
Gauss-Newton algorithm at a point where the isoclines are much less elliptical {(as in some of the border
regions of Figure 4.4-13), the convergence would have progressed more slowly initially, but it would have
proceeded at much the same rate as it entered the nearly quadratic region of the cost function.

Before concluding our examination of the two-dimensional case, we will examine the Cramér-Rao bound.
Figure 4,4-16 shows' the uncertainty ellipsoid, which is based on the Cramér-Rao bounds defined in Sec-



tion 4.3.2, The relationships between the Cramér-Rao bound and the uncertainty ellipsoid are discussed
in Maine and I14fF (1981b). The uncertainty ellipsoid almost encloses the correct values of and Lg.
The Cramér-Rao bound for Lp and Lg can be determined by projecting the uncertainty ellipsoid onto the L

and Lg axes. This should give the same values as analytically calculated in Section 4.3.2, which were
Lp = 0.1593 and Lg = 1.116,

4.5 ESTIMATION USING FLIGHT DATA

In Sections 4.2 to 4.4 we examine the basic process of obtatning maximum 11kelihood estimates from
Computed examples with one or two unknown parameters. Now that these basics have been established, we
can explore the estimation of stability and control derivatives from actual flight data. For the com-
putationdlly much more difficult situation usually encountered using actual flight data, we obtain the
maximum likelihood estimites with the 1iff-Maine code (MMLE3 program) (Matne and N1ff, 1980). The
equations of motion that are of interest are presented in Chapter 3; the remainder of the equations are
given in Maine and 1V1FF (1980).

In general, flight data estimation is fairly complex, and codes such as the 111ff-Maine code must
usually be used to assist in the analysis. However, one must still be cautious about accepting the
resuits; that i3, the estimates must fit the phenomenclogy, and the match between the measured and com-
puted time histories must be scceptable. This is true in all flight regimes, but particularly in poten-
tial problem situations such as (1) separated flow at high Mach numbers or Mgh angle of attack, (2)
unusual circraft configurations, such as the oblique wing (Maine, 1978), or (3) modern high-performance
aircraft with high-gatn feedback loops. In any of these cases, even small anomalies in the match may
indicate ignored terms in the equations of motion, separated flow, nonlinearities, sensor problems, or
any of a large number of other problems. Some of these difficulties are discussed in later chapters.

The brief exemples described n Sections 4.5.1 to 4.5.3 are intended to show how the caveats given in
the preceding paragraph and the computed examples of pravious sections can be used to assist in the
antlysis. In the computed example, we show the desirability of having low-noise sensors, an adequate
model, and several maneuvers at a given flight condition.

4.5.1 Hand Calculation Example

Sometimes evaluation of a fairly complex flight maneuver can be augmented with a simple hand calcula-
tion, One example can be taken from a flight of the space shuttle. The space shuttle's entry control
system consists of 12 vertical reaction-control-system (RCS) jets (6 up-firing and 6 down-firing), 8 hor-
1zontal RCS jets (4 left-firing and 4 right-firing), 4 elevon surfaces, a body flap, and a split rudder
surface. The locations of these devices are shown in Figure 4.5-1. The vertical jets and the elevoas
are used for both pitch and roll control. The jets and elevons are used symmetrically for pitch control
and asymmetrically for roll control.

The shuttle example we use here is obtained from a maneuver at a Mach number of approximately 21 and
an angle of attack of approximately 40°. The controls used for this lateral-directional maneuver are the
differential elevons and the side-firing jets (yaw jets). Tne maneuver is depicted in Figure 4.5-2,
Equations (3.8-13) to (3.8-15) describe the equations of motion. Some of the derivatives can be deter-
mined by hand using a simplified approach that has been used since the beginning of dynamic analysis of
flight maneuvers. In particular, for this maneuver, the slope of the rates can be used to determine the
yav¥ jet control derivatives, This is possible, even for this example, which includes a high-gain feed-
back system, hecause the yaw jets are essentially step functions, and the slopes of rates P and r can be
determined before the vehicle and differential elevon (aileron) responses become significant., The
rolling moment due to yaw jet Lyy is particularly important for the shuttle and is generally more dif-
ficult to obtain than the more dominant yawing moment due to yaw jet. Therefore, as an example, we
determine Ly) by hand. Figure 4.5-3 shows yaw jets and smoothed roll rate plotted using expanded scales.

The equation for Ly) 1s given by

ply
- —_— .5,
tvg (number of yaw jets) (4.5.1)
* _& - ‘0.07 . 5=
P 3 "sns 0! (4.5-2)

Therefore, given that Iy = 900,000 slug-ft2 and the number of yaw jets is 4, then Ly ¥ -2750 ft-1b
per jet.

The Same maneuver was analyzed with MMLE3, and the resulting time-history comparison is shown in
Figure 4.5-4, The match is very good except for a small mismatch in p at about 6 sec. This small
mismtch was studied separately with MMLE3 and found to be caused by a nonlinearity in the afleron
derivative. The value from MMLE3 for Lyj is -2690 ft-1b per jet, which (for the accuracy used here) is




essentially the same value as that obtained by the simplified method. It would be difficult to determine
the afleron derivatives as accurately as the yaw jet derivatives. Although accurate estimates can seldom
be obtained with the slope method discusted here, rough estimates can usually be obtained to gain some
insight into values obtained with MLE3 (or any other maximum Yike)ihood program). These rough estimates
can then be used to help explain unexpected values of estimates from an estimation program.

Sometimes 2 flight example becomes too complex to hand calculate anything other than qualitative
estimates. Determining the rudder derivative for the F-8 atrcraft with the yaw augmentation system on
11lustrates this difficulty. Figure 4,5-5 shows an example of this difficulty for F-8 atrcraft data.
This example, taken from Shafer Tl'mn). includes an aileron pulse and a rudder pulse. Although an inde-
pendent piiot rudder pulse 1s input during the maneuver, the rudder is primarily responding to the ltat-
eral acceleration feedback. When the rudder is moving, several other vartables are also changing, which
makes it difficult to use the simplified approach. However, c"‘r can be roughly estmated when the rudder

woves, spproximately 1.7 sec from the start of the maneuver. Most of the yaw acceleration is caused by
the rudder input, but a poor estimate would be obtatned by the hand calculation method.

4.5.2 Cost Functfon for Full Afrcraft Problem

The analysis of a lateral-directional maneuver obtained in flight typtcally involves 15 to 25 unknown
parameters (as shown in Equations (3.8-13) to (3.8-15)), in contrast with one oF two unknowns in the
simple aircroft example. This makes detailed examples unwieldy and any graphic presentation of the cost
functfon impossible. Therefore, in this section we examine primartly the estimation procedure and the
process of minimization.

For a typical flight example, we examine a lateral-directional maneuver, with both aileron and rudder
inputs, that has 17 unknown parameters. The data are from the oblique-wing aircrafs (Maine, 1978) with
the wing at 0° skew during the maneuver. The time history of the data and the subsequent output of MMLE3
are presented in Maine (1981b). The results of the analysis are shown in Table 4.5-1. The match between
the measured time history and the estimated (calculated) time history is shown as a function of iteration
in Figure 4.5-6, Figures 4.5-6(a) to 4.5-6(e) correspond to tterations O to 4. Table 4.5-1 shows that
the cost remains unchanged after four iterations. A similar result was obtained for the two-dimensional
simple atrcraft example in Figure 4.3-4 and Table 4.3-3,

Two of the many things the analyst must consider in obtaining estimates are how good the match is
and how good the convergence is. A satisfactory match and monotonic convergence are desirable, but
not sufficient, conditions for a successful analysis. Figure 4.5-6(e) is a very good match, although
not perfect. The Convergence can best be evaluated by examining the normalized cost in the last row of
Table 4.5-1; the cost rapidly and monotonically converges in four iterations, and it remains at the con-
verged value. These factors are convincing evidence that convergence is complete. Therefore, the match
and convergence criteria are satisfied in our example. In some cases we might encounter cost that does
not converge rapidly (in four to six iterations) or monotonically, or stay “exactly" at the minimum
value. These conditions usually indicate that there is at least a small problem in the analysis. These
problems can usually be traced to a data problem, an inadequate mathematical wmodel, or a maneuver that
contains a marginal amount of information.

Table 4.5-1 also shows that the starting values of all coefficients for the control and bias vari-
ables are zero, Wind-tunnel estimates could have been used for starting values, but the convergence
of the algorithm is not very dependent on the starting values of these coefficients. As part of the
startup algorithm, the MMLE3 program normally holds the derivatives of the state variables constant until
after the Yirst jteration, as is evident from Table 4.5-1.

Figure 4.5-6(a) shows a comparison of the measured and computed data for the starting values. The
match is very poor because the starting values for the control derivatives are all zero, SO the only
motion is in response to the initial conditions. The control derivatives and biases are determined on
the- first iteration, resulting in the much improved match shown in Figure 4,5-6(b). The match after two
tterations, shown in Figure 4.5-6(c), is improved as the program further modifies the control derivatives
and, for the first time, adjusts the derivatives affecting the natural frequency (CﬂB and Cpq). By

the third iteration (Figure 4.5-6(d)), where minor adjustments to the frequency are made and the damping
derivatives are changed, the match is almost perfect. Figure 4,5-6(e) shows the match when all but the
most minor derivatives have ceased to change.

Several general observations can be made based on this well-behaved example. The most important
coefficients essentially converged in three iterations. The same effect was seen in the Simple example;
that is, Ls converged faster than Lp (Table 4.3-6). Some of the less important or second-order coef-
ficients converged only to two significant digits after three iterations and were still changing in the
fourth significant digit at the end of six iterations. Also, even though the sign is wrong after the
first tteration for some coefficients (Cg,.. CM., and C,,cr). the algorithm quickly selects reasonable

values once the important derivatives have stabilized.

In general, if the analysis of a maneuver goes well, we do not need to spend much time tnspecting a
table analogous to Table 4.5-1. However, if there are problems in convergence or in the quality of the




fit, a detailed inspection of such a table may be necessary, The table may show that an important coef-
ficient becomes unstable in early iterations, which' could cause problems later. I[f the starting values
are grossly in error, the algorithm may generate very unreasonable values and then, for many reasons. not
behave well. Occasfonally the algorithm selects alternately from two diverse sets of values of two or
more coefficients on successive iterations, behaving as if the shape of the cost function were a narrow
multidimensional valley analogous to, but more extreme than, the two-dimensional valley shown in Fig-
ures 4.4-13 and 4.4-15.

4,5.3 Cramér-Rao Bounds

Sections 4.3 and 4.4 regarding the computed example show that Cramér-Ra~ bounds are good indicators
of the accuracy of estimated parameters. Cramér-Rao bounds car be used in « similar, but somewhat more
qualitative, fashion on flight data. The Cramér-Rao bounds included in MMLE3 (as well as in many other
maximum 1ikelihood estimation programs) have been useful 1in determining whether estimates are good or
bad. The aircraft example we discuss here has been reported previously (for example, in I1iff (1978b)
and Maine and I11ff (1981b)): however, this example of the use of the Cramér-Rao bound in the assessment
of flight-derived estimates is pertinent to this document. Figure 4.5-7 shows estimates of Cnp as a

function of angle of attack for the PA-30 twin-engine general aviation aircraft (Fink and Freeman, 1969)
at three flap settings. There is significant scatter, which reduces confidence in the Cnp information.

The data shown are the estimates from the MMLE3 program, which also provides the Cramér-Rao bounds for
each estimate. Experfence has shown (IV14ff, 1978b) that if the Cramér-Rao hound is multiplied by a scale
factor (the result sometimes being called the uncertainty level (Maine and I1iff, 1981b) and plotted as

a vertical bar with the associated estimate, then the interpretation of flight-determined results is
facilitated. Figure 4.5-8 shows the same data as Figure 4.6-7, with the uncertainty levels included as
vertical bars. The best estimates are those with the smallest uncertainty levels (Cramér-Rao bounds).
The fairing shown in Figure 4.5-8 is drawn through the estimates with small Cramér-Rao bounds and ignores
the estimates with large bounds. One can have great confidence in the fairing because it is well defined
and consistent when the Cramér-Rao bound information is included. In this particular instance, the esti-
mates with small bounds were from maneuvers where the aileron forced the motfon, and those with Yarge
bounds were from maneuvers where the rudder forced the motion. Therefore, in addition to aiding in the
fairing of the estimates, the Cramér-Rao bounds help show that aileron-forced maneuvers are superior for
estimating Cnp for the PA-30 aircraft.

This example i1luzirates that Cramér-Rao bounds are useful tools for assessing flight-determined
estimates, just as they were found useful for the simple aircraft example with computed data.

4.6 SUMMARY

The computed simple aircraft example shows the basics of minimization and the general concepts of
cost functions themselves. In addition, this simple example demonstrates the advantages of low measure-
ment noise and miltiple estimates at a given condition, the use of Cramér-Rao bounds, and the quality of
the match between measured and computed data. The flight data show that many of these concepts apply
even though the multidimensional cost function is impossible to plot or visualize.

TABLE 4.3-1. — VALUES OF
ROLL-RATE TIME HISTORY
WITH NO MEASUREMENT NOISE

§, deg p, deg/sec

0
0.9754115099857
2.878663149266
4.689092110779
6.411225409939
8.049369277012
9.607619924937

10.11446228200
9.621174135646
9.151943936071
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TABLE 4.3-3, — PERTINENT VALUES AS A FUNCTION OF ITERATION

L L | Ce) o) | v I

0 -0.5000 15,00 0.9048 2.85% 21.21

1 «0.3005 9.888 0.9417 1,919 0.5191

2 -0,2475 9.996 0.9517 1,951 5.083 x 10-4
3 -0,2500 10.00 0.9512 1.951 1.543 x 10-9
4 -0.2500 10.00 0.9512 1.951 1.062 x 10-14

TABLE 4.3-4. — VALUES OF COMPUTED TIME
HISTORY WITH ADDEU MEASUREMENT NOISE

8, deg

p, deg/sec

—

O‘DQNO’(ﬂAwNn—- -

COOR It ps js

0

0.4875521781881
3.238763570696
3.429117357944
6.286297353361
6.963798550097
10.80572930119
9.739367269447
9.788844525490
7.382568353168
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TABLE 4.3-6. —~ PERTINENT VALUES
AS A FUNCTION OF ITERATION

L Lp(L) Ls(L) (L) L) Jd

0 <0.5000 15.00 0.9048 2.855 30.22
1 -0.3842 10.16 0.9260 1,956 3.497
3 -0.3543 10.25 0.9316 1.978 3.316
4 ~0,3542 10.24 0.9316 1.978 3,316
5 -0.3542 10.24 0.9316 1.978 3.316

TABLE 4.4-1,

— MEAN AND STANDARD DEVIATIONS FOR ESTIMATES OF Lp

Number of Samplg mean, ! Sample standacd g:?g::igzagga::e
cases, N u(Lp) deviation, ofLy) mean, o(Lp) VK
5 -0.2668 0.0739 0.0336
10 ~0,2511 0.0620 0.0196
20 -0.2452 0.0578 0.0129

TABLE 4.4-2. — ESTIMATE OF Lp AND
CRAMER-RAO BOUND AS A FUNCTION OF

THE SQUARE ROOT OF NOISE POWER

Square root of

Estimate | Cramér-Rao

noise power, § of Lp bound
0 -0.2500 ——-
0.01 -0.2507 0.00054
0.05 -0.253% 0.00271
0.1 -0.2570 0.00543
0.2 -0.2641 0.0109
.4 -0.2783 0.0220

—
SCvNn—~OoOo
D) .

(- X-F-R_¥."]

-0.3071 0.0457
-0.3218 0.0579
-0.3975 0.1248
-0.6519 0.3980

-1.195 1.27¢
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5.0 PREFLIGHT DATA

In this chapter we discuss the data gathered from sources other than flight tests. You normally
gather the majority of these data before the flight tests, although scheduling problems, configuration
changes during the flight tests, rechecking questionable data, or other reasons can necessitate some data
gathering between flights or after the flight test program.

We discuss three types of preflight data: predicted aerodynamic characteristics, afrcraft mass
characteristics, and atmospheric conditions. There are, of course, many other things you need to know
about the aircraft prior to fiight, but most of these subjects are inextricably tied to discusstions in
other chapters. For instance, you need a thorough understanding of the tnstrumentation system, but
gathering data about the instrumentation system is an integral part of designing an instrumentation
system or evaluating the adequacy of an existing system, subjects covered in Chapters 7 and 8,
Similarly, you need to know a Yot about the aircraft control system to design flight maneuvers, as
discussed in Chapter 6.

We give only general descriptions of the uses and sources of preflight data., Detailed discussions of
computational aerodynamics or wind-tunnel techniques, for instance, are outside the scope of this docu-
ment .,

5.1 PREDICTED AERODYNAMIC CHARACTERISTICS

You will need a source of predicted aerodynamic characteristics for almost every flight test program.
We use the phrase "predicted aerodynamic characteristics" as a catchall for any aerodynamic data other
than that from the current flight tests; the source could be wird-tunnel tests, computations, independent
flight tests, or combinations of these.

5.1.1 Uses

The uses of predicted aerodynamic characteristics are varied. In some cases the need for aerodynamic
predictions is obviuus from the statement of objectives; a common objective of flight testing is the
validation of the predictions.

Predictions are also important in validating flight test results; you always want at least a rough
idea of what would be reasonable ranges for the flight test results. If you are investigating new fiight
test methods, validation of the flight test results, partially by comparison with predictions, might be a
major objective.

Many estimation methods require predicted aerodynramic characteristics as starting values for itera-
tive algorithms. There are ways to get around these requirements, but you can generally expect better
performance and fewer problems 1f you have a reasonable set of starting values.

There are numerous uses of predicted aerodynamics in planning flight tests. Before the first flight,
of course, predicted aerodynamics are the only data available for such areas as control system design,
simulation, and test maneuver design. You will often use predictions to select potential problem areas
meriting extensive flight testing.

5.1.2 Theoretical Computations

Theoretical computation is one source of predicted aerodynamic characteristics. Theoretical com-
putation comes in several forms. At one extreme are the large computational aerodynamics computer
programs for solving the Navier-Stokes equations (the basic equations of fluid flow). Computational
aerodynamics is an area of extensive current research activity; some computational aerodynamics problems
strain or exceed the capacity of the largest computers in existence.

Some theoretical computations, in contrast, are almost trivially simple. For many purposes, you can
get acceptable values with a hand calculator, a sketch of the wing, tail, and control surface planforms,
and a few rule-of-thumb equations from elementary aerodynamics texts {Etkin, 1959)., Maine and Niff
(1979), for instance, uses such hand calculations.

Between these extremes are many computer programs using various stmplifying assumptions, approxima-
tions, and rules of thumb. Such programs are common sources of predictions of damping derivatives.
Well-known programs of this type inciude DATCOM (Williams and Vukelich, 1979), VORTEX-LATTICE (Margason
and Lamar, 1971), and PAN AIR {Derbyshire and Sidwell, 1982).

5.1.3 Wind-Tunnel Tests

Wind-tunnel tests are the major source of predicted aerodynamic characteristics for most large
flight test programs. The flight data analyst often has little influence on the wind-tunnel test program
(particularly on large programs) but rather must use what is available.

Static data from wind-tunnel tests are often combined with dynamic derivatives from theoretical com-
putations to provide a complete set of predicted aerodynamic characteristics. The use of dynamic wind-
tunnel testing (AGARD, 1978) 1s also becoming increasingly important. One technique of dynamic wind-
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tunnel testing involves free-flying, remotely piloted winda-tunnel models (Hafer, 1978; Krag, 1978a,b;
Subke, 1978; Hamel and Krag, 1979; Wilhelm and Verbrugge, 1982); this technique uses the same parameter
estimation algorithms as full-scale flight testing.

If you use data from a large wind-tunnel test program, anticipate a significant effort in trans-
forming the data into a form usable for your needs (you might be fortunate, but anticipate a significant
effort unless you have specific reason to believe otherwise). If the wind-tunnel tests are extensive,
the first large part of the effort might be finding the data pertinent to your analysis amidst volumes of
other data.

You might also need to transform the data into a form suitable for your analysis programs. For
instance, Figure 5.1-1 shows a typical plot of Cm» CL, and Cp as functions of angle of attack for several

elevator positions. It takes some work to obtain Cmse and Cmq’ quantities your analysis programs might

need, from these data: The first step is finding the trim elevator position for a given angle of attack.
Then C,,.q is the slope of the Cn curve as a function of angle of attack for that elevator position. To

obtain c”‘e’ You must difference the pitching moment values for elevator positions around the trim point.

So far we have assumed that you want small perturbation values about trim conditions. If the data show
nonlinearity, you might prefer to get derivatives for typical maneuver amplitudes instead of smal} ampli-
tudes. If the nonlinearities are large enough to Justify explicitly modeling them or if you want to ana-
1yze off-trim conditions, then it is much more difficult to dectde on an appropriate model form and fit
the data to it. This is essentially a system identification problem applied to the wind-tunnel data; you
have a large amount of data in tablular form and want a relatively simple model that fits the data.

This example 11lustrates only a few of the kinds of problems you might encounter in 2 relatively
simple case. For some vehicles with multiple surfaces and complex control systems, the first step of
finding the trim condition can be difficult, Even simple data handling can be time consuming if the
volume of data is large and the data are not in computer-readable form.

There are numerous manipulations of wind-tunnel data that may be required, and the details vary from
program to program. It therefore avails us little to go into much detail here. The important message
is that to estimate the effort required to use wind-tunnel data, you must determine exactly what form the
available wind-tunnel data take, what form your analysis requires, and what transformations are necessary
to obtain the needed form. It is not sufficient merely to determine that wind-tunnel data exist.

5.1.4 Independent Flight Tests

Independent flight tests are often a good source of predicted aerodynamic characteristics. If you
are testing modifications to an airplane (for instance, stores testing), flight tests of the unmodi fied
airplane usually provide a good starting point.

For rough approximations, you can use estimates from a different airplane with generally similar
geometry. Even aircraft with quite dissimilar geometry often give valyes adequate for starting estimates
in iterative algorithms {provided you are not using an MAP estimator, which gives estimates dependent on
the starting values). We have, for instance, done such apparently silly things as using high-performance
fighter results as starting values for general aviation aircraft, simply for reasons of convenience. If
we have data files for one atrplane set up exactly in the required format, the easiest way to start anal-
ysis of another airplane is to use the existing files for starting values. We pay a penalty in that con-
vergence 1s often worse than it would be with better starting values; starting values from a different
airplane, however, are usually much better than no starting values at all, We often use such existing
files to get started in a hurry, before the wind-tunnel data for the new airplane are available in the
required form.

You can also get independent flight test results by using diffarent estimation techniques during the
same flight test program. Such results cannot be completely independent, because they use the same
instrumentation system, the Same mass data, and possibly (depending on the methods involved) the same
maneuvers. Nonetheless, using different estimation techniques during the same flight is a valuable
check. The more different the techniques, the better the check. Classical static methods (Perkins and
Hage, 1949; Greenberg, 1951; Klein, 1977) are quite different from output-error methods and thus could be
considered to give fairly independent results. On the other hand, using an equation-error method and an
output-error method on the same maneuvers does not give a particularly good check; both methods are sub-
Ject to simitar modeling errors and might give similar but wrong results. However, this comparison does
provide a check for some errors and is better than nothing.

5.1.5 Reference Geomet ry

The predicted aerodynamic characteristics are invariably in nondimensional form. They are thus
associated with a particular set of reference geometry values: the reference &rea, span, and chord. The
predictions are also defined relative to a reference point. To make use of the predictions, you need to
know the reference geometry values and the reference point, as well as the derivative values.

The main point of this section is that the reference area, span, and chord are just reference values.
Although 1t is conventional, for instance, that the reference chord be the mean aerodynamic chord of the
wing, ther® is no strict requiremint that the reference values be tied directly to specific aircraft
geometry. In principle, the reference chord could be defined to equal the body length (this s done on
the space shuttle orbiter) or anything else that scales with the vehicle. The most important thing is to



be consistent in the use of the reference values: always use the same reference values that were used for
the predicted data base (unless you are prepared to adjust the predictions to the revised references and
Tive with the resulting confustons). For instance, if the predictions use the root chord for the
reference value (a practice we have seen), resist the temptation to "correct" this error by doing your
analysis with the mean aerodynamic chord for a reference; the tnconsistency thereby introduced creates
problems and solves nothing.

For vartable-geometry aircraft, some projects establish reference geometry values that change as a
function of configuration. Other projects establish a single set of reference values used with all con-
figurations. There are arguments for both approaches, but you should simply adhere to the conventions
established by the project.

5.2 AIRCRAFT MASS CHARACTERISTICS

Accurate mass distribution data are important to flight test analysis. The aircraft mass charac- .
teristics relevant to rigid-body motions are weight, center of gravity, and moments of inertia. Weight
and longitudinal center-of-gravity position are easy to measure and are routinely monitored during both
test and operational flights. Moments of inertia and vertical and lateral center-of-gravity positions
require spectal tests, which are an important part of the flight test program.

In some restrictive circumstances (discussed in detail in Section 5.2.1) you can get by without much
of the mass data, but such circumstances are the exception rather than the rule. Assume that you will
need mass data unless it is demonstrated otherwise.

The flight test plan should provide for accurate monitoring of the mass characteristics throughout
the flight test program. This monitoring can require significant time, money, and effort, particularly
for large aircraft: therefore, if you neglect to Plan sufficient resources for the task, you may be
forced to accept either poor flight results or cost and schedule overruns. In preparing for each test
flight you should verify that you have all the required mass data for the flight. You cannot reliably
reconstruct mass data after the flight test program is completed, the configuration is changed, equipment
in the aircraft is moved, and the records of vehicle changes and loadings are lost (if they ever existed).
If you have inaccurate mass data, you will have inaccurate test results, so the mass data deserve the same
care and attention to detail as the flight instrumentation system.

There are four principal uses of aircraft mass characteristics for stability and control derivative
estimation, having different levels of importance and different accuracy requirements. Sections 5.2.1 to
5.2.4 discuss these uses, and Section 5.2.5 discusses sources of mass data.

5.2.1 Nondimensionalization

The most important use of aircraft mass characteristics is for nondimensionalization of the deriva-
tives. Let us use a simple form of the g state equation to illustrate this use:

q = .?ﬂ = ﬁ g.‘.'-'. ™ -
q Iy c'n Iy (CMQG + Cm66 + c’nq 2V + bmb) (5-2 1)
Defining the dimensional derivatives
Mg = %i& Cnq (5.2-2a)
y
Mg = 1% Cng (5.2-2b)
Y
Geel .
M, = gsc” G (5 2-2(:)
q .
avl, ™q
Mp = %ji Cr (5.2-2d)
we can write Equation (5.2-1) as
q- Maa + Mg8 + Mgq + My (5.2-3)

There are no mass data appearing explicitly in Equation {5.2-3). In similar manner, we can write all
of the equations of motion in terms of dimensional derivatives (primed dimensional derivatives for
Tateral-directional equations, as discussed later in this section), eliminating the explicit appearance
of mass data in the equations (provided we neglect gyroscopic effects). Therefore, assuming that the
dimensional derivatives are constant during a maneuver, we can estimate the dimensional derivatives from
the flight data alone, without considering mass data.
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Given the dimensional derivative estimates, the inverse of Equation (5.2-2) gives the nondimensional
estimates; for instance,

I
s -
M (5.2-4)

Cna

The nondimensional derivative estimates are directly proportional to the moments of inertia; therefore,
any given percentage error in the inertia data will directly cause the same Percentage errors in the non-
dimensional derivative estimatas. By this mechanism, errors in Iy, ly. 17, and weight cause proportional
errors in nondimensional derivative estimates.

Through a similar mechanism, errors in I, cause errors in the nondimensional derivative estimates,
(Errors in other cross products of inertia would have similar effects, but I, s the only important

cross product for most atrcraft.) To see this effect, start with a simple form of the p and r state
equations.

Plx - rlxz = sbCy = asb(Cegh + Cygb + ...) (5.2-5a)
“Plxz + FI; = gsbCy = asb{ChgB + Cpgd + ...) (5.2-5b)

The corresponding dimensional equations are

A

P - rlﬁ = LgB + Lgs + ... (5.2-6a)
X

. . 1

r-p I—"-‘- = NgB + Ngé + ... (5.2-6b)
Y 4

Equation (5.2-6) still has explicit mass data on the left side. The form independent of mass data is the
primed derivative form,

P =L3s + L5 + ... (5.2-7a)

P = NGB + N§§ + ... (5.2-7b)

where the primed derivatives are defined by the equivalence between Equations (5.2-6) and (5.2-7). To

get equations for the primed derivatives, solve Equation (5.2-6) for p and r and equate matching terms.
For example,

Ng = No * Loluz/lz (5.2-8)
1 - 132/(1,1,)

The estimates of the primed derivatives are independent of the mass data.

Given the estimates of the primed derivatives, we can find the estimates of the nondimensional deri-

vatives by substituting Equation (5.2-7) for p and ¢ in Equation (5.2-5) and matching terms. In par-
ticular, matching the § terms gives

1 1
Cop = =X (LF - X2 §; 5.2-9
L5 Y (L i, 5) ( )
Iz e Inz ..
Cng = = (N§ - X2 5.2-9b
ns " Zoh (N T, §) ( )

For ailerons, the two terms subtracted in Equation (5.2-9b) may nearly cancel; typically Ixz is much
smaller than I, but L§, 1s much larger than Nsy- The result is that small errors in Iy, can cause large

percentage errors, or even changes of sign, in the c"s. estimates. By similar reasoning, CQGr estimates

are sensitive to errors in 1xz. The Qst'm.tes of C‘G. and Cnar are nnt me.sur.b‘y 1nf]uenced by le’

because in these cases the Iz term 1s negligible compared to the other term.

We have explained the mechanisms by which errors in the mass data cause errors in the estimates of
the nondimensional derivatives. Any such errors in the nondimensional derivative estimates will be con-
sistent for almost all flight conditions, maneuvers, and analysis techniques. It is seldom practical to
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find mass data errors based on internal evidence in the flight data (consistent disagreements with pre~
dictions are the best clues that such errors exist), Because of this, you must be particularly careful
about checking the computations of the mass data enough so that you are confident that the data are
sccurate. You cannot try out the data to see how they work,

Ross (1980) documents a case in which the inftial analysis used erroneous inertia values,
Consistent differences between the predicted moment derivatives and those estimated 1n flight led to
suspicion of possible errors in the fnertia values used. Subsequent ground-based tests verified signifi-
cant errors in the moments and cross products of inertia; the roll moment of inertia was in error by
about 30 percent, and Ixz had the wrong sign. Ross then used equations similar to those in this section

to correct the initial derivative estimates. The revised nondimensional estimates agreed significantly
better with the predictions than had the inftial estimates.

For some purposes, dimensional derivative estimates might be adequate, in which case you might get by
with far less data on mass characteristics., In particular, if dimensfonal derivative estimates are suf-
ficient, you probably do not need moment-of-inertia data (unless gyroscopic effects are important, and
even then accuracy requirements are less stringent). If your sole objective is to model the aircraft
motfons at exactly the same configuration, flight condition, and loading as tested, then dimensional
derivative estimates can satisfy this objective. We have seen test programs, analyses, and simulators
based solely on dimensional derivatives. The dimensional approach 1s most likely to be appropriate for a
program with l1imited objectives.

For most programs, estimation of dimensional derivatives is unacceptable for three reasons. First,
all comparisons with values from any other source require nondimensional derivatives, The dimenstonal
derivatives are useless for comparing with wind-tunnel or computed values (unless you dimensionalize the
wind-tunnel or computed values, which requires knowledge of the mass data). Dimensional values early and
late in the same flight are different, even at the same flight condition, because of fuel usage, It s
difficult to present meaningful plots of dimensional data because there are fewer comparable points on
any one plot, and of course you need many more plots, or more complexity on each pPlot, to describe the
Toading applicable to each point.

The second, closely related, reason is that dimensfonal derivatives are difficult to extrapolate to
other conditions and loadings (unless you know the mass data, which gets back to the nondimensfonaliza-
tion problem). Thus, you need to test more conditions, and you have less preflight assurance that a test
at a new condition will be safe than if You used nondimensional derivatives.

The third reason for using nondimensional derivatives is that test maneuver requirements for esti-
mating dimensional derivatives are much more stringent. Dimensional derivatives are strong functions of
dynamic pressure and velocity. Therefere, 1f dynamic pressure or velocity change much during a maneuver,
then the dimensional derivatives are not coastant and cannot be accurately estimated by most parameter
estimation techniques, Changes of as little as 1 or 2 percent in dynamic pressure can sometimes cause
noticeable problems in longitudinal cases; a percent change is usually tolerable for lateral-directional
cases. (You can work with somewhat larger variations than these, but you must spend a lot more time on
the analysis and will get more scatter in the results.) These requirements demand carefully designed and
accurately contiolled maneuvers initiated from stabilized flight. The nondimensional derivatives are
insensitive to dynamic pressure and velocity over large ranges; we have successfully analyzed maneuvers
where dynamic pressure varied by a factor of two or more. In principle, these same comments apply to
variations in weight and inertia during a maneuver, but such variations are important only in a few spe-
clal circumstances (1fke sweeping the wings during a maneuver).

Admittedly, it is possible to separate dynamic pressure and velocity effects from weight and inertia
effects, defining partially dimensionalized derivatives that would be insensitive to velocity and dynamic
pressure, Equivalently, you can use nominal mass data when accurato mass data for the vehicle tested are
unavailable. We have used nominal mass data as a last resort or to start analysis before accurate mass
data were available. This solves only a2 few of the problems of dimensional derivatives. For most
programs, the necessity for accurate nondimensional derivative estimates is a primary factor in the
requirements for accurate mass data. We typically require the mass and moments of inertia accurate
within 2 or 3 percent. Inertia errors much larger than this would become the dominant error source of
the more accurate nondimensional derivatives,

5.2.2 Moment Reference

The second use of mass data is to define the moment reference point of the flight estimates. The
equations of Chapters 2 and 3 are valid only in an axis system referenced to the aircraft center of
gravity. A1l estimated moment coefficients are thus referenced to the aircraft center of gravity (the
reference point is irrelevant to force coefficients).

The moment coefficients from two flight maneuvers with different centers of gravity are not directly
comparable. Similarly, the moment coefficients from a flight maneuver are not directly comparable with
predictions unless the reference point for the predictions coincides with the flight center of gravity.
To compare moment data from different sources, you must first transform them all to a comson refer-
ence point.
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For most aircraft, there 1s Vittle variation in the lateral and vertical center-of-gravity posttions
for vartous allowed loadings, and you can safely neglect the lateral and vertical reference translations.
You wil} run into lateral trim problems long before lateral center-of-gravity motfon causes measuradle
changes in the stability and contro! derivatives (except for the nuisance bias parameters). Gatiner and
Hoffman (1972) gives complete transformation equations in three axes. To apply the transformations, you
first need to know the ﬂi’ht contor-of-grwit{ position; 1f you are mglcctin? the vertical and lateral
transformations, it 1s sufficient to know the ongitudinal component of the flignt center-of-gravly posi-
tion,

For longitudinal translation of the reference point, the most important transformations are

- Xref - Xfit .
Maret " Sene P M (8.2-100)

+ Xref - Xf1t Cy

Cngrer = Crpge = (5.2-100)

where the subscript fit indicates a value referenced to the flight center of gravity and ref indicates a
value referenced to any other reference pofnt. The values Xfit and xpef are the longftudinal positions
of the flight center of gravity and the reference point, respectively, in the same units as b and C; X1t
and xpef Can be measured from any arbitrary point because they are subtracted, but they must be measured

with the positive direction to the rear of the aircraft. This sign convention for center-of-gravity
position 1s universal, so we will use it even though it s opposite to our X axis. (This difference
probably arose from conventional axis systems for different disciplines; afrcraft construction jigs
define X axes positive rearward). The transformation of (.‘,,.'l and c,,, is cructal to aircraft stability,

and you can never neglect ft. It is one of the major factors determining the safe range of flight
center-of-gravity positions.

Transformations of control derivatives are occastonally important:

. Xref - Xfit
OMorer = Cmappe * —— < CNg (5.2-1a)
- Xref - Xfl1t R
c"‘ref C"‘flt + 5 Cys (5.2-11b)

The equations for transforming damping derivatives are more complicated, but we have never seen fiight
estimates of damping derivatives accurate enough to justify transforming them (unless the reference point
is ridiculous, 1ike outside the vehicle). See Gainer and Hoffman (1972) for these equations. To compare
flight and predicted valtues, either transform the flight values to the reference point of the predictions
or transform the predicted values to the flight center of gravity. Both options have small, but some-
times troublesome, problems.

The problem with transforming the predictions to the flight center of gravity is obvious: The flight
center of gravity can be different for each maneuver, making presentation difficult. If the flight
center-of-gravity positions are essentially coincident for most or all of the test maneuvers, this objec-
tion does not apply, and the approach works well. This is often the case for unpowered aircraft. This
approach is also good for looking at results from individual maneuvers.

Presentatfon is simplified if you transform the flight values to the single reference point of the
predictions. The problem with this approach is that it can introduce extra bias and scatter in the
flight data. To see the source of the extra scatter, look at Equation (5.2-10a). The flight estimate of
Cng» translated to the reference point, consists of two terms: the raw flight estimate of Cng 8d 2

translation term proportional to Cua. Therefore, the error in the translated c,..a equals the error in the
raw C,.c plus the error in the translation term. If the reference point is far from the flight center of
gravity and the flight estimates of (2u‘l are biased or scattered, then the transiation can add large btas
and scatter to the flight C,.c estimates. We observe this problem, for instance, on the space shuttle

orbiter at hypersonic speeds, where the force derivatives have a lot more scatter than the moment deriv-
atives. If the reference point is close to the flight center of gravity or if the flight estimates of
CN, a@re accurate, then the translation will cause no problems. ‘

There are two compromise approaches to avoid or alleviate these problems. One compromise is to
define a reference point in the middle of the flight center-of-gravity range and translate both flight
and predicted data to this reference. This minimizes the magnitude of the translation term for the
flight data and thus minimizes the errors added by the translation. The cost of this improvement 1is the
possible confusion caused by the use of a reference point different from that used for other purposes.

Of course, it may be that the rsference point of the predictions 1s already near the middle of the flight
center-of-gravity range, in which case you probably have few transiation problems (unless the flight
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center-of-gravity range 1s large). This compromise helps primarily when the reference point for the pre-
dictions is something unreasonable, ke the tip of the nose,
Another compromise s to use the predicted Cy, or fairings of the CN° flight estimates to translate

the flight estimates to the reference point. This is appropriate when the indfvidual flight estimates of
CNg have a ot of scatter. The disadvantage of this approach is that it confuses matters by mixing esti-

mates from individual flight maneuvers with predicted data or fairings of flight data. You ne longer
have a simple comparison of predictions with the data from each flight maneuver,

We have concentrated on Cma because the Cm° translation is usually the most important longitudinal

one and thus the one where most problems occur. The same comments apply to all the translattons that are
big enough to be important. The lateral-directional derivative most affected by transtation is cn,. We

have emphasized potential problems because there is not much to say about situations in which there are
no problems. You might analyze many test aircraft and never have problems with translating data to the
reference point of the predictions (the most common approach). If your flight data are all at one center-
of-gravity position, the reference point of the predictions fs at the same position, and the flight CNg

estimates are accurate, then this entire section (5.2.2) is somewhat moot, You should be aware, however,
of the potential problems so You will pecognize them if they do arise.

5.2.3 Sensor Reference

In addition to its role as the reference point for the aerodynamic moments, the aircraft center of
gravity is also the reference point for the sensor measurements. The angle-of-attack and angle-of-
sideslip vanes and the linear accelerometers sense values that are dependent on the sensor locations.
Equation (2.3-2) shows the form of this dependence. The sensor positions in Equation (2.3-2) and the
similar equations in Chapter 3 are all in terms of the distance from the sensor to the flight center of
gravity.

Whether you model the sensor positions in the observation equations or you correct the sensor data to
the center of gravity, you need the same information: position of the sensors relative to the center of
gravity. This generally requires knowledge of the sensor position and the center-of-gravity position ex-
pressed in the same fixed reference frame, Because the effects of sensor position and center-of-gravity
position are so related, we discuss them together here; consistent errors in all the instrument positions
have the same effect as an error in the center-of-gravity position.

The sensor position relative to a fixed frame is easy to measure (unless you forget to do it until
the sensor package is removed or the aircraft becomes inaccessible to you). You usually know the x com-
ponent of the center of gravity accurately. The y component of the center of gravity is usually very
close to zero and is, in any event, relatively easy to measure.

The z component of the center of gravity can cause serious problems but is often ignored because it
is relatively difficult to measure {at least compared with the x and y components) and has on'y a small
effect on the open-loop afrcraft stability and control., If you ask what the center of gravity is, you
are likely to get only the x component unless you explicitly ask for all three components (and if you ask
for all three components, a common response is to question your need for the data and point out how dif-
ficult it will be to measure the vertical component ),

Fortunately, the vertical component of the center of gravity usually changes little with different
loadings, which somewhat simplifies keeping track of it. In many cases, it is safe to use a single value
for the vertical component of the center-of-gravity position, independent of loading., You cannot, how-
ever, blindly assume that the sensors are at the same height as the center of gravity.

You should always be alert to the possibility of errors in the measured center-of-gravity or sensor
positions. Such errors occur regularly enough that you should make it a rule to examine the data speci-
fically looking for indications of them. You should check for such errors as soon as feasible after
the start of the test program and after any major changes in sensor positions or the flight center of
gravity. You should also check for errors after major changes in the bookkeeping that keeps track of
or accounts for these positions. For tnstance, if you have been getting raw sensor data, and someone
upstream of you in the data handling “improves" the data by correcting it to the center-of-gravity posi-
tion, then you better check for several possible sources of error. Check that they are using the same
values for positions, that they are using all three axes (not just x position), and that they are cor-
fecting to the flight center-of-gravity position (not the reference position). Also check that they are
using the same equations for the correction. It {s easy to get the signs wrong; the sign of the term for
correcting the data is the opposite of that in the observation equation, and there are often inconsistent
sign conventions for such things as vertical position. There seems to be about a 50 percent chance of
getting the sign of any given correction term right the first time, no matter how careful you are (well,
not quite that bad, but it sometimes seems 1tke it). You need to do these checks soon enough that you
Can recheck the instrument positions and the center of gravity before something significant changes on
the vehicle or it becomes innaccessible to you (for example, it crashes or it completes testing and is
transferred elsewhere). In checking the reasonableness of quoted sensor positions, there 1s no substi-
tute for going to the airplane and Vooking at the sensor package.

Errors in the measured center-of-gravity or sensor positions result in characteristic errors in
the matches of flight and estimated time histories; the primary method of checking for errors in the
measured center-of-gravity or sensor positions is to look for the associated characteristics in the time
history matches.
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To deduce what the time Mstory errors should look 1ike, Yook at the terms that correct for sensor
position in the observation. For the mjor terms, which are the only ones with measurable effects, the
correction term is proportional to one of the states or state derivatives. The error in the time history
match should thus be roughly proportional to the same sfgnal, The error is not exactly proportional,
even in an idealized case with no noise, because the estimator adjusts the parameter estimates to take
out as much of the fit error as possible; the fit is based on these estimated parameters rather than the
true values, which are unknown. In spite of the distortion in the fit error introduced by the estimator,
the general character of the error remains similar and is recognizable by visual inspection. We 1ook for
an error signal that fs large where the correction term is large, large and of opposite sign where the
correction term 1s large and of opposite stgn, and small where the correction term is small. The sign of
the error can be either the same as or the opposite of the correction term, but it must be consistent.
Additive bias or long-term error trends can somewhat confuse the issue but seldom distort the charac-
teristic shape beyond recogaition.

Figure 6.2-1 11lustrates the fit of flight and estimated time history data resulting from an erro-
neous specification of instrument position (the figure shows only the relevant signals), These data are
from the first flight of the 3/8-scale, remotely piloted F-15 aircraft (INiff et al., 1976). The data
and the problem are both real; we made the mistake 11lustrated here in our first attempts to analyze the
data. Not all cases showed the problem as clearly as this one; because this was one of the cases with
the most obvious discrepancies, we chose to tnvestigate 1t in detai), Choosing cases that exhibit the
worst symptoms is an important early step in tracing problems,

The match between the measured and estimated rol) rate fs excellent, The estimated lateral accel-
eration generally follows the measurement but has a few areas of discrepancy. Some tnvest igators would
refer to this match as being a good one (particularly if it were plotted on a less sensitive scale,
making the discrepancies less obvious); we have seen much worse fits described as excellent in the pub-
1ished 1iterature, Our general experience is that even small fit errors are grounds for suspecting that
something is wrong. We look for some identifying characteristics of the errors as clues to their causes.

In the case of Figure 5.2-1, we noticed (after invest igating several unproductive hypotheses) some
correlation between the slope of p and the fit errors in lateral acceleration. At about 1.3 sec into the
maneuver, p has a large negative slope, and there is a significant negative error in lateral accelera-
tion. The slope of p becomes positive Just after 2 sec, where there is a positive lateral acceleration
error. Just before 4 sec, the slope of p becomes sharply negative, as does the lateral acceleration
error. The correlation is not perfect; between 3 and 4 sec there is a large positive p slope with no
corresponding error, and there is some error in lateral acceleration just before 2 sec, where the p slope
is small. There is enough correlation, however, to establish a strong suspicion; distortions introduced
by the estimator could account for the uncorrelated errors.

Figure 5.2-1 also shows the computed p. Although there was no measured p for this airplane, the com-
puted signal is useful for this kind of debugging. The computed 5 plot shows clearly that 2y looks a

Tot like p (with changes in sign, scale, and bias). The aileron stgnal (not shown in the figure) also
correlates strongly with 3y, but significant side force directly caused by the atleron is physically
unlikely (and in any event, we were already estimating side force due to aileron as an unknown). The
derivative of p, however, affacts ay through the term for sensor vertical position in Equation (2.3-2k).

Let us check the magnitude of this vertical position correction term, The peak values of 5 are about
1.5 rad/sec?, Dividing by g = 10 m/sec? gives a peak ay error of about 0.15 g per meter of vertical

position error, Fit errors of up to 0.03 g are evident; these would require about 0.2 meter of vertical
position error. This value 1s at least plausable enough to merit further investigation., The sensed ay

is quite sensitive to even small changes in vartical position because there are large 5 values in typical
lateral maneuvers. This conclusion holds for most atrcraft,

Motivated by, this plausability check, we asked for vertical Center-of-gravity and sensor position
data. We found that the lateral accelerometer was 15 cm below the center of gravity. Our initial analy-
sis had relied on a statement that the accelerometers were essentially at the same height as the center
of gravity. Figure 5.2-2 shows the match that results from reanalyzing the data with the correct value
for the vertical position of the lateral accelerometer. The fit of ay is much improved. There is also a

s1ight improvement in the p fit, but the p fit of Figure 5.2-1 is good enough that the difference 1s hard
to see.

This 15-cm error in the assumed position of the 3y sensor had a cignificant effect on several of

the derivative estimates. The largest effects were on the side force derivatives (which is no great
surprise). Figure 5.2-3 shows the flight estimates of side force due to sides)ip with both the correct
and the incorrect values of accelerometer position. Figure 5.2-3(a) shows data from the initfal anal-
ysis, which used the incorrect accelerometer position. The dashed line is a fairing of this data, Fig-
ure 5.2-3(b) shows data obtained using the correct accelerometer location, The solid line is a fairing
of this data, and the dashed line fs copied from Figure 5.2-3(a) for reference. Correcting the assumed
accelerometer location increased the magnitude of the CVB estimates by about 50 percent at low angles

?f att;ck.) The estimates with the correct accelerometer position agree much better with predictions
not shown).

These consistent errors in the side force derivatives suggest a second diagnostic irdicator of sensor
position errors (the first indicator is the characteristic time history mismatches), If you have good
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agreement with predictions of moment derivatives but see consistent bfas differences between predictions
and flight estimates of side forca dertvatives, then be suspfcious of an erronecus value of the vertical
position of the 4y sensor or the center of gravity. Similar differences in the norma) force derivatives

cin indicate erroneous values of the longitudinal postition of the an sensor.

Thus, we see that a relatively small error in the vertical position of the 3y accelerometer resulted

in moderate discrepancies in the time history match and dramatic errors in the estimated side force
derivatives. We learn two lessons from this result. First, 1t emphasizes our statement that you need
accurate measurements of the center-of-gravity and sensor positions 1n all three anxes,

Second, you must be critical of your results. Assume that there are errors in your first analysis of
an afrcraft (this assumption is probably more accurate than most). Take an actively negative attitude,
and look for the errors (it fs much less embarassing to find your own errors before other people use the
resutts), Recall that the case shown here was one of those with the most obvious discrepancies; in other
cases you might miss the discrepancy unless you actively look for 1t. Even 1f you noticed the discrep-
ancy, an optimistic attitude might tempt you to dismiss 1t as a "pretty good fit;" considering that most
of the fits were better, you mi?ht rationalize that this maneuver had an instrumentation problem or tur-
bulence. (We have collected a long Vist of such ratfonalizations suitable for explaining almost any
g;ta.%i :i:creplncies Vtke those in Figure 5.2-1 merit thorough fnvestigation, and it is risky to dismiss

om gt’-

5.2.4 Kinematics

We use the term "kinematics® to describe the basic dynamics of rigid-body motion., This specifically
excludes characterizations of the aerodynamic forces acting on the vehicle. The kinematics largely
derive from the geometry of the vehicle and the reference axes. For fnstance, the differential equations
for the Euler angles (Equations (2.2-22g) to (2.2-221)) derive purely from the geometry of the axis trans-
formations and thus are kinematic equations. The kinematics also include such effects as gyroscopic and
Coriolis terms, which depend on angular rates and moments of inertia but not on aerodynamics. It is
these gyroscopic and Coriolis terms that interest us in this section, because they require knowledge of
the moments of inertia.

For most stability and control maneuvers, the gyroscopic and similar terms are small; many of the
terms are zero for symmetric airplanes. Most of the other terms are usually negligible because they are
proportional to products of small angular rates and also to small cross products of tnertia. The two
terms most 1ikely to be important are the Iyz terms on the left sides of Equations (2.2-22e) and

(2.2-22f), For most aircraft, Iyz is the only significant cross product of inertia.

The longitudinal analysis of the first flight of the space shuttle (I1iff et al., 1981) illustrates
one of the exceptional situations in which several of the normally negligible gyroscopic terms are signi-
ficant. There were no intentional stability and control maneuvers on the first flight and little longi-
tudinal maneuvering of any kind. There were several lateral bank maneuvers for trajectory control,
Kinematic coupling resulted tn some longitudinal motion during these bank maneuvers. Small though they
were, these longitudinal motions provided the only longitudinal data available in some regimes of the
entry. The shuttle had a flight instrumentation package with sufficient resolution to measure these
small motions. Figure 5.2-4 shows a time history match of one of these maneuvers. Although the data
from these maneuvers were of marginal quality for several reasons, they were adequate to establish rough
approximations of aerodynamic derivative values for safety-of-f1ight purposes. The small gyroscopic
effects played a central role in these maneuvers.

Gyroscopic moments from a rotating engine can be significant in some configurations, particularly
those with high power-to-weight ratios. The terms proportional to Iye in Equations (2.2-22e) and

(2.2-22f) model this effect; for multiengine planes and multispool engines, the equations are slightly
more complicated but similar in form. Inclusion of these terms requires knowledge of the moments of
inertia of the rotating parts of the engines; you need the moments of inertia only about the axes of
rotation. Your accuracy requirements for the engine inertia data can be fairly loose because the engine
gyroscopic moment is small enough that an error of a few percent is negligible. The accuracy require-
ments vary depending on the magnitude of the engine gyroscopic terms, but as a general guideline, engine
inertias accurate to 10 percent should suffice for all but the most exceptional cases. In many cases you
need only know the order of magnitude so that you can establish that the term is negligible.

5.2.5 Sources

In this section, we briefly list the common sources of aircraft mass data (details can be found in
the references).

Our most common source of mass data is ground-based measurements. The weight and the longitudinal
and lateral components of the center of gravity can be accurately measured by scales under each wheel.
The vertical component can be measured by tilting the aircraft while on the same scaies or by suspending
the aircraft. Swing tests measure the moments of inertia, using springs with known spring constants.
Wolowicz and Yancey (1974) gives the details of these and other ground-based measurement techniques. We
restrict the discussion here to a few general comments about usinj the results of the ground-based tests.

The first consideratton in using ground-based tests is the necessity of adjusting the data to reflect
any differences hetween the ground test and flight configurations. Some of the most obvious differences
are the fuel and cargo loadings; the ground-based tests might be done with fuel tanks empty, full, or
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both. Safety considerati

ons often preclude tests with partially full tanks.
actuadlly a greater fire h

azard than full tanks because of the
the tanks.) You need to extrapolate or interpolate the data
maneuver. This process varies in complexity, depending on the accuracy required and the avaitable
instrumentation. A typical scheme uses fuel quantity gauges on each tank, recorded either in the instru-
mentation data stream or on a pilot 1ap sheet. A more complex scheme might use fuel flow meters on each
of several tanks, corrected by comparing integrated fuel flows with postflight measured quantitfes {fuel
flow meters, so corrected, are usually more accurate than fuel quantity meters). This scheme can be
further complicated if fue) is transferred betweer tanks during fiight. In some cases you can get by with
no fuel instrumentation at alt, perhaps by starting a flight with full tanks and using a predicted fuel
flow rate.

(Partially full tanks are
fuel/air mixture fn the empty portion of
to the fuel loadings of each flight

Other adjustments to the ground test data include adjustments
ment changes, and configuration. The adjustments are generally st
with accurately known weights and locations. The
what the flight loadings are. It is easy to forge
on a partfcular flight. Landing gear position is
tests and flight. Some ground-based tests
adjustment for landing gear is small enough that you can approximate it
weight, without special tests. (The largest effect is on the
dpproximate the effects of minor configuration changes like cl

for cargo, passengers, stores,
raightforward.
greatest difficulty
t to record somethin
4 common configurati
are practical only with the

equip-
These are mostly ftems
ts simply keeping track of exactly
g trivial 1ike how many pilots were
on difference between ground-based
landing gear extended. The

» knowing the total landing gear
vertical center of gravity.) You can also
1pping wing tips.

As an example of the ki
remotely piloted ob)ique
function of wing skew angle,

nd of data you might use, Table 5,2-1 shows
-wing vehicle (Maine, 1978). Table 5.2-1(a) sh
With the wing skewed, this vehicle has a
zero and thus not shown. Ixp is the moment of inertia of the propeller
of the rotating mass of the propulsion system. Table 5.2-1(b) shows fuel loading data as a function
of time from start of the takeoff roll (fuel consumption during warmup is assumed negligible), This
table assumes a constant known fuel flow rate and uses the known positions of the two fuel tanks. The
4 values in Table 5.2-1(b) add to the empty weight data of Table 5.2-1(a); there is a small amount of
unusable fuel in the tanks even when the "all fuel expended® condition occurs, which explains the non-
Zero A at that condition. All the inertia data in these tables are referenced to a nominal center of

some mass data tables used for a
ows the empty weight data as a
nonzero Ixy, but Iyy 1s stin

» the most significant portion

gravity of 29.3 percent of the reference chord.
affected by skew or fuel, and the lateral center

The vertical center of gravity

is not significantly
of gravity fs on the yehicle ce

nterline.

The final adjustment to ground-based measurements is
center of gravity. Our equations of motion require momen
each maneuver, not about some arbitrary reference point.
Yancey, 1974), but it is easy to accidentally omit.

translating the moments of inertia to the flight
ts of inertia about the center of gravity for
The translation is simple (Wolowicz and

We have mentioned being “"careful® about measuring mass characteristics.
citly state what you do to be “careful” in all regards, but the handling of r
specific and pertinent example. You should always explicitly indicate the re
that are dependent on a reference point; moments of inertia are in this class
everyone understands what reference
errors. If we receive inertia data without an explicit indication of its refe
a warning of carelessness, and we feel compelled to review the processing of t
starting from its raw form. Errors arise eastly when, for example, one
they are using the wind-tunnel reference point, a second group assumes t
the flight center of gravity, a third group forgets that a reference point is important, and the data are
really referenced to the pivot point of the test fixture. We can broadly generalize this principle:
Write out what you mean explicitly rather than assuming that others will know. The worst that can result
1s that you present redundant data, a small price to pay for getting the results right.

It is difficult to expli-
eference points provides a
ference point of all data
of data. Assuming that

ata handling and invites
rence point, we take it as
he inertia test data,

group assumes that everyone knows
hat the data are referenced to

Writing out assumptions also helps insure that your own analysis is internally co .istent. The
hypothetical group that forgets the relevance of the reference point is in fact too large to ignore.
Such negligence can result in equations with errors or internal tnconsistencies; i1t is this possibility
that makes us dubious when we receive data without a labeled reference point. Subsequent assurances that
"we always use the wind-tunnel reference point" do little to assuage our doubts (particularly if the
source cannot tell us exactly where the wind-tunnel reference point is),

A second good source of mass data is manufacturer's re
turer keeps meticulous records of the weight, position,
atrcraft, these records can give total aircraft moment-o
from a swing test. As a flight data analyst, you will have Tittle choice as to whether such records are
kept. To be worthwhile, these records must have been kept from the start and integrated with the pro-
duction change procedures. For a completed airplane, do not consider reconstructing the mass distribu-
tion component by component. On the other hand, if the manufacturer has maintained a serious weight
control and monitoring program from the initial design stages, this is probably the most accurate source
of mass distribution data available.

cords of component buildup. If the manufac-
and mass distribution of each component in the
f-inertia data that are more accurate than those

The use of manufacturer component buildup data is much like the use of ground-based test data. You
need to adjust the data to the exact configuration and loading of each flight maneuver and then translate
the data to the flight center of gravity. If the manufacturer is not specific about what configurattion,

equipment, Yoading and reference point the data apply to, then the data probably are not worthwhile.

You can roughly estimate inertias from
figuration, and inertias of similar aircraf
checks.

simple data like aircraft weight,

wing span, general con-
t. Such estimates are good primar

11y for reasonability
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As a last resort, there are several ways of estimating mass characteristics from flight data, but for
flight test purposes, it {s better to use other sources for mass data. Mcthods of estimating mass
characteristics from flight data span a wide range of complexity. Some of the simplest methods are the
most useful in some situations. Unfortunately, many of the simple methods presume knowledge of the
aircraft aerodynamics and are thus inappropriate for flight test, where their use amounts to circular
reasoning. For instance, you can trivially deduce the aircraft weight from the dynamic pressure and the
coefficient of 1ift. Unfortunately, in flight test you cannot assume that you know the coefficient of
1ift for a given flight condition; you are more Tikely to be interested in deducing the coefficient of
Vift from the weight and dynamic pressure. Simi larly, 1f you know the pitching moment characteristics,
you can deduce the longitudinal center-of-gravity position from the control surface positions required to
trin at a given flight condition. The more knowledge you are willing to assume about the atrcraft aero-
dynamics, the more readily you can deduce mass characteristics from flight data, but methods based on
knowledge of the aerodynamics have only minimal utility in flight test.

A class of methods more ag?roprhte to flight test requirements involve applying known forces or
moments to the vehicle. Any time you apply a known force or moment, you can deduce information about
mass characteristics. For instance, suppose you drop a large known weight from the aircraft in level
flight (the weight having been stored in Some way that does not affect the aerodynamics). One way (not
the only wdy, and probably not even the best) to deduce the afrcraft weight from this drop is to maintain
the same configuration and f1ight condition (except for ap) as before the drop. The afrcraft weight

after the drop is
Wa = Wg/(ap-1) (5.2-12)

where Mg 1s the weight dropped and ap is the normal acceleration after the drop. This equation does
ignore several small effects, like aerodynamic changes due to the changes in normal acceleration.

You are unlikely to use methods like Equation (5.2-12) to determine atrcraft weight because you will
get better accuracy with less difficulty by sSimply weighing the aircraft on the ground. Flight measure-
ment of mass characteristics is a last resort, and you will use it only for quantities, like moments of
inertia and vertical center-of-gravity position, difficult to measure with available ground equipment.

There are numerous methods of applying known moments and forces. Ne already mentioned dropping known
weights. Similar principles apply to moving a known weight within the vehicle (perhaps pumping a known
amount of fuel from one tank to another). You can externally apply known forces and moments with rocket
engines (although you must be careful to avoid plume impingement and flow interference). Poulter (1972)
uses drag chutes instrumented with strain gauges.

It is possible (but seldom advisable) to estimate center-of-gravity position simuitaneously with the
aerodynamic coefficients. The offsets of the instruments from the center of gravity are simply included
as additional unknown parameters to be estimated.

5.3 ATMOSPHERIC DATA

Useful atmospheric data include static pressure, density, and temperature as functions of altitude.
These data are needed to obtain true altitude by comparing onboard pressure measurements with the
atmospheric data tables. They also provide a possible substitute for onboard static pressure and tem-
perature inasurements if the altitude is independently known (perhaps from radar). Atmospheric data are
seldom critical, but they can make the analysis easier and provide redundant data for cross checking.

Atomospheric data can be obtained from several sources. One of the most common sources is balloon
flights. For rough values, you can sometimes use a standard atmosphere, corrected based on ground-level
conditions.




TABLE 5.2-1. — OBLIQUE-WING AIRCRAFT MASS DATA

(a) Empty weight data

Wing skew angle, deg

0 15 30 45

Ix, kg-m2 314 302 262 211

Iy, kg-m¢ | 602 622 648 718

17, kg-m2 | 824 824 824 824

Ixz, kg-m2 | 69 69 69 69

Ixy, kg-m®{ 0 -54 -94 -108

Ixp, kg-m2 | 0.241 0.241 0.241 0.241

{b) Fuel loading data
Time, Cvent Totai mass,2 | Center of gravity, | Aly and Alz,b | alIyz,b
min kg percent ¢ kg-m2 kg-m2
0 Start of takeoff roil 414 28.0 54 3

36 Forward fuel expended 400 31.5 12 3
78 A1l fue' expended 382 l 33.2 3 0

3Assumes a fuel flow rate of 0.39 kg/min.

bThe values in these columns are added to the em

the data adjusted for fuel loading.

pty weight data in Table 5.2-1(a) to obtain
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Figure 5.1-1. Longitudinal coefficient data from wind-tunnel tests
(Fink and Freeman, 1969).
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6.0 FLIGHT TEST MANEUVERS

The flight test maneuvers are the part of stability and control testing that is most visible to
people outside the specialty area. The entire test team and interested outsiders generally watch the
test flights. During the second space shuttle entry, for instance, the stability and control maneuvers
drew significant media attention- (there were no intentional test maneuvers on the first flight), Mun-
dane details such as instrumenting the vehicle and analyzing the data are secondary, mentioned only
when explaining the purpose of the maneuvers. These external viewpoints distort the modern flight test
process; flight test no longer consists solely of flying the airplane in various conditions to see if
it breaks. We must acknowledge, though, that in spite of all the other work involved, flying the air-
plane is the basic element of flight testing.

This chapter discusses the kinds of flight maneuvers you use for stability and control derivative
estimation., The discussion ranges from flight scheduling to design of individual maneuvers. A complete
flight test program will inciude numerous other maneuvers for testing things such as performance, han-
dling qualities, static and dynamic structural characteristics, system operation, and mission suit-
ability. A major part of flight test planning is the integration of the various maneuver requirements
and flight restrictions arising from different disciplines. In some cases, a single maneuver can meet
the requirements of more than one discipline (Mulder et al., 1979).

6.1 THE FLIGHT ENVELOPE

The flight envelope s the set of all conditions at which the aircraft can safely fly, The flight
envelope includes combinations of Mach number, altitude, velocity, dynamic pressure, angle of attack,
normal acceleration, weight, center of gravity, flap position, wing sweep, engine power settings, and
other parameters.

6.1.1 Envelope Coverage

No single test maneuver can possibly éxplore the complete flight envelope of an aircraft. The first
step in planning flight test maneuvers is determining the flight envelope your tests must cover. This
decision, more than anything else, determines the duration of the flight program. For some purposes,
testing at a single flight condition is adequate (for instance, if your purpose is just to try a new
identification algorithm rather than to learn anything new about the airplane). A few maneuvers in a
single flight may be adequate for testing at a single flight condition.

For flight testing a new airplane design, you will need to test at a matrix of aerodynamic con-
ditions covering the entire flight envelope. For a high-performance airplane with a large flight enve-
Tope, this testing usually spans hundreds of maneuvers, dozens of flights, and months of time. Some of
the parameters defining the flight envelope do not directly affect aerodynamics and thus can be omitted
from the test matrix. For instance, weight is always a factor in defining the safe flight envelope, but
it has little to do with aerodynamics. Structural deformations related to weight affect the aerodynamics
in principle, but the effects are too small to measure in most cases.

Requirements may vary in different parts of the flight envelope, depending on operational require-
ments and predicted problems. If small errors in the predicted aerodynamics would result in unacceptable
characteristics (or if they 2re unacceptable as predicted) at a norma) operating condition, where full
aircraft capability is required, then you will need extensive data near the problem flight condition. If

gency, where the only requirement is to come back in one piece, than a cursory flight check for gross
errors in the predictions is adequate. You should do at least a cursory flight check in al) areas of the
aerodynamic flight envelope, no matter how benign the predicted behavior; one of the things you are
looking for in flight test is errors in the predictions. A corollary of Murphy's law states that if you
omit all flight testing at a condition predicted to be benign, then the predictions will prove to be wrong
at that condition.

The form of the flight envelope to be covered also influences how you will have to organize and pre-
sent results. When the aerodynamics are a function of many parameters, a coherent presentation of the
meters. Considerations of how to present the results can influence exactly vhat flight conditions you
request for test maneuvers.

6.1.2 Envelope Expansion

Testing a new airplane design is significantly different from testing a previously flown configuration
(we have participated in both types of test programs). A major factor in testing a new aircraft design is
expansion of the flight envelope. It is imprudent to take the airptane to the predicted limit of its per-
formance on the first flight. Instead, you restrict the first flight to the most benign conditions pos-
sible. From this point, you gradually expand the demonstrated and tested flight envelope to the 1imits of
the airplane's capabilities. This expansion of the flight envelope intrinsically involves extrapolating
data outside of the previously tested envelope to determine whether the first test flights into new
regimes will be safe. To minimize the effects of possible extrapolation errors, the envelope expansion
proceeds in small steps, requiring a large number of maneuvers and flights,

The envelope expansion process places special demands and constraints on the test maneuvers. You can
do maneuvers only in the cleared portions of the flight envelope. Near the extremes and in newly explored
parts of the envelope, you may be restricted in the magnitude and type of maneuvers allowed until there is
more confidence in those areas,



There is a quandary in these restrictions in that you need good quality maneuvers to gain the con-
fidence that you need before you are allowed to do the good quality maneuvers. The solution involves
designing the best maneuvers possible within the constraints, getting the most information out of the
available flight data, and then relaxing the constraints to the extent consistent with flight safety.
In critical flight regimes, this confidence building can be a slow process. After five space shuttle
flights through some regimes there were still constraints on tha allowable maneuvers in those regimes.

Time is a major constraint in envelope expansion because results from some maneuvers are needed
to clear the airplane for subsequent flights. 1In a fast-paced envelope expansion program, you will
be extremely conscious of the tradeoff between timeliness and thoroughness. To meet schedule demands,
you will be forced to put out a preliminary data analysis that is adequate for safety clearance.
After Ehe en:elope expansion phase, when you have time for a more thorough analysis, you can publish
refined results.

The constraints on testing a previously flown configuration or a minor modification of a previously
flown configuration are much less stringent. We are often involved in such tests to obtain data for
control system studies, simulators, or other purposes. After a few initial flights to test the data
system, you can get hundreds of maneuvers, covering the entire flight envelope, in onc or two flights,
Furthermore, the test flight conditions can be spaced farther apart than in an envelope expansion program
because interpolation is more reliable than extrapolation.

6.1.3 Scheduling

We leave to management texts the job of discussing critical paths, program evaluation and review
technique (PERT), and such management tools for scheduling. On any project large enough to use such
formal tools, the flight data analyst will ‘have little influence on planning the schedule, This does
not mean that scheduling is an issue you can ignore. Indeed, scheduling can be a crucial factor in
whether you get usable data or not, and you should be aware of the potential problems so that you are
better equipped to avoid them. The less influence you have on the schedule, the more attention you
have to pay to ensuring that you get usable data (see Section 1.5 regarding success-oriented programs).

In the ideal flight test program (from the data analyst's point of view), you fly one or two checkout
flights and then ground the airplane until you have done enough analysis to tell whether there are data
system problems. Realize that every flight made with a bad data system might have to be reflown. Flights
made with “small" data system probiems could require several times the expected analysis effort to find
and fix the problems with confidence (our definition of a small problem is one that is fixable). For
these reasons, you want to minimize the number of flights with an unvalidated data system. You can
achieve this either by slowing down the flight schedule or by speeding up the data system validation (it
will probably be easier to influence the latter). 1If you are forced into a rush flight schedule, you
must place high priority on rapid validation of the data system; cut those corners necessary to process
and analyze some data as rapidly as possible. The analysis need not be detailed enough to publish, even
as preliminary data; it just needs to identify whether there are data problems.

Even after the data system is checked out, the data from any particular maneuver can be bad because of
poor maneuver execution, data dropouts, sensor failures, turbulence, aircraft characteristics signifi-
cantly different than predicted, or other reasons. Therefore, you should continue to allow for repeat
maneuvers. The safest policy is to fly every maneuver at least twice and critical maneuvers three or four
times. Even then you should allow contingency time for other maneuvers in case analysis reveals generic
problems (and the analysis must be far enough along to reveal such problems while you still have the
option of flying more maneuvers). You can then afford to lose some data. If you are fortunate enough to
have good data for all the maneuvers, the duplicate data will help give confidence in the results.

If you complete the entire flight program bevore analyzing any data, and you perform no repeat
maneuvers, then you have a miniscule chance of getting good data and a somewhat larger chance of get-
ting useless data; but the most likely outcome is that you will spend many times the anticipated time
in analyzing the data, and you will get inconclusive results. You might be convinced that the results
are probably good, but you will be unlikely to stake your career on them.

6.2 SMALL-PERTURBATION MANEUVERS

Section 6.1 discusses general issues relating to the number of maneuvers and the selection of flight
conditions. We now begin consideration of the design of individual maneuvers. We concentrate first on
the design of small-perturbation maneuvers. A small-perturbation maneuver is a maneuver to obtain data at
a single flight condition. The aircraft motions are constrained to relatively small changes from the
reference condition. This section discusses influences on the use and design of small-perturbation
maneuvers. The issue of identifiability, which is an important inflvence on the maneuver design, merits
special emphasis and is covered in Section 6.3.

6.2.1 Reasons for Small-Perturbation Maneuvers

There are several reasons for our emphasis on small-perturbation maneuvers. The most important is that
small-perturbation maneuvers are naturally suited to locally linearized models of the aerodynamics. Large
maneuvers exceed the range of validity of locally linearized models and thus necessitate the use of non-
11inear aerodynamic models. Nonlinear models are much more difficult to work with than linear models,
for reasons we discuss elsewhere (Maine and I1iff, 1984; and others). Therefore, except where there are
compelling arguments for nonlinear models, we prefer to use linear aerodynamic models and thus small-
perturbation maneuvers. Conversely, nonlinear aerodynamic models require large maneuvers to identify
the nonlinearities; this point is moot if the requirement for a nonlinear model arises from inability
to stabilize the airplane well enough to do a small-perturbation maneuver,
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The second reason for emphasizing small-perturbation maneuvers is the difficulty of designing adeguate
large-amplitude maneuvers. Even {f you have tools to handle the nonlinear estimation problem, the design
of adequate large maneuvers is itself a formidable task. You will find sufficient challenge in the design
of good small-perturbation maneuvers.

The third reason for emphasizing small-perturbation maneuvers is sometimes so important as to make
all other arguments irrelevant: Safety considerations do not allow large amplitude maneuvers in new
aircraft designs or untested flight regimes. No matter how convincing your arguments, you may find that
small maneuvers are all that you are allowed; you must then design maneuvers to get the best data possi-
ble within the .onstraints of flight safety. If you are working with a proven airplane or on a high-risk
unmanned project, you will have considerably more freedom in maneuver design,

6.2.2 Signal-to-Noise Ratio

The most obvious question about small-perturbation maneuvers is how small they should be. The answer
to this simple question varies widely from case to case and is a compromise between conflicting pressures.
In this section we examine signal-to-noise ratio, one of the conflicting factors influencing the choice
of maneuver size; in Section 6.2.3 we examine other factors.

The signal-to-noise ratio is the amplitude of a signal divided by the amplitude of the noise. The
most precise definitions would use root-mean-square amplitude, but we typically use eyeball estimates of
peak amplitudes, which are adequate for the purposes here. FEach of the aircraft sensors will have a dif-
ferent signal-to-noise ratio for a maneuver.

The definition and evaluation of the signal amplitude are relatively straightforward and need no
elaboration, A useful definition of the noise amplitude is more oblique. For our current purposes, the
noise is anything not accounted for by the deterministic part of the system model. This noise includes,
among other things, effects of sensor resolution and accuracy, quantization, atmospheric disturbances,
vibration (in the fiight environment, not in the lab), and unmodeled nonlinearities. The relative sizes
of the various effects vary greatly.

It is important to consider the frequency content of the noise. Coherent high-frequency noise,
usually from structural vibration, is seldom a real problem. Such high-frequency noise is easy to filter
out. Aliasing of the high-frequency noise can cause problems, as discussed in Section 7.3, but these
problems are avoidable.

Figure 6.2-1 (duplicated from Section 7.3) shows some data contaminated by high-frequency structural
noise. The apparent signal-to-noise ratios of q and particularly of a, are low. The noise amplitude on

3y 1s larger than the signal, Figure 6.2-2 (also duplicated from Section 7.3) shows the same data after
filtering. The noise amplitude is reduced by over an order of magnitude; it is barely perceptible on an

and is imperceptible on q. The apparently poor signal-to-noise ratio of Figure 6.2-1 is misleading
because the clean signals shown in Figure 6.2-2 can be obtained from the data. Section 7.3 discusses
these data in more detail.

Only the noise in the same general frequency range as the system response constitutes a problem.
Such noise is difficult to distinguish from system response and thus causes estimation errors. High-
frequency noise is readily distinguishable from system response and does not cause significant astimation
errors when properly handled. Therefore, to get a useful measure of the signal-to-noise ratio, you
should consider only the noise near the system frequencies. This avoids the misleading values
1llustrated by Figure 6.2-1.

The signal-to-noise ratio is the primary factor favoring large maneuvers. If the noise is indepen-
dent of the maneuver size and if the system is perfectly linear, then larger maneuvers result in larger
signal-to-noise ratios, and thus better parameter estimates; the variance of the estimates is inversely
proportional to the square of the amplitude of the maneuver, atl other things being equal. Of course,
neither of these assumptions is strictly true, but this idealization shows the general mechanism by which
larger maneuvers give better estimates. The assumptions break down severely at large amplitudes, but
signal-to-noise considerations place a definite lower bound, dependent on the noise level of the data, on
the usable maneuver amplitudes. As a rough quantitative guide, a signal-to-noise ratio of 100 is about
the best you can realistically expect. The most important signals should have a sfgnal-to-noise ratio
of at least 10 to get good results.

Figure 6.2-3 shows the time history of a tiny longitudinal maneuver during the first space shuttle
entry (114ff et al., 1981). To minimize the risks of this first entry, there were no intentional sta-
bility and control maneuvers (the extreme case of a limitation imposed by safety considerations). The
airplane was flown as smoothly as possible throughout the entry; transiants the size of those in Figure
6.2-3 are unavoidable with the existing shuttle control system. This maneuver would be too sinall to ana-
lyze with typical aircraft instrumentation; the 0.1-deg/sec peak pitch rate of the maneuver is only a few
times the typical puise code modulation (PCM) resolution for a pitch rate gyro channel, However, the
shuttle has a high-resolution data package, the aerodynamic coefficient tdentification package (ACIP),
specifically desfgned for stability and control analysis.

Even with this high-resolution data system, the maneuver shown in Figure 6.2-3 is about the Tower
Timit of what we can reasonably analyze on the shuttle. The limitation arises from the instrument noise
and vibration level (as the package is currently installed), which is significantly larger than the reso-
lution. The signal-to-noise ratio of the pitch rate and angle of attack is about 10; that of a, is dif-
flcult to estimate but is probably about 1. The signal size in angle of attack is the 0.5° motion of the
signal during the maneuver, not the 40° total value. The dynamic signal in ap 1s difficult to see; the
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steady increase during the maneuver is due mostly to increasing dynamic pressure and does not constitute
4 response to the dynamics of the maneuver. We got reasonable (not excellent, but reasonabie) pitch co-
effictent estimates from maneuvers of this amplitude but marginal to poor normal force coefficient esti-
mates; such qualities are about what we expect from examining the signal-to-nofse ratio of Figure 6.2-3,

6.2.3 Other Sizing Considerations

Small-amplitude nonlinearities can define lower bounds on acceptable maneuver size. We normally
think more of Yarge-amplitude nonlinearities, but there are some dead-band and hysteresis effects that
are apparent only for small motions. For instance, a control surface might have little effectiveness
until it deflects far enough to get out of the wing boundary Yayer or a small area of separated flow.
There is speculation, as yet unverified, that a similar small-amplitude nonlinearity could explain the
space shuttle's small oscillations between Mach 1 and Mach 2 and the apparently contradictory well-damped
response to larger inputs in the same regime,

Several factors favor small maneuvers. Th. first such factor is the requirement of linearity. As
the maneuver magnitude increases, the locally linearized model of the aerodynamics loses {ts validity.
The estimates gradually become poorer representations of the airplane, eventually passing an 11l-defined
border between acceptability and unacceptability. For extremely large maneuvers, there is little we can
do except abandon either the maneuver or the 1inear model. For maneuvers near the border of accepta-
bility, there are several approaches to improving the quality of the estimates.

A closely related factor favoring small maneuvers is the necessity to maintain a nearly constant
flight condition. The locally linearized model applies only at a specific flight condition. If the
maneuver is large enough that the flight condition changes significantly, the 1inear model may become
inadequate. For example, you must control Mach number precisely for maneuvers at transonic conditions;
the aerodynamic coefficients at Mach 0.95 could be radically different from those at Mach 0.98. The
linear model is more flexible about changes in some flight condition parameters than in others. We can
tolerate large changes in dynamic pressure if we linearize using point-by-point measured values of
dynamic pressure (see Section 3.7); this adds significantly to the computer costs but not to the com-
plexity of the data analysis.

A maneuver can be quite large in some senses, while still meeting the requirements of a small-pertur-
bation maneuver. Figure 6.2-4 shows a maneuver designed for estimating Cm3. Maine and I1iff (1979) dis-

cuss the details of the design of this maneuver. For now, let us note that the maneuver includes a 360°
aileron roll, with large changes in altitude, attitude, acceleration, and dynamic pressure. However, the
angle of attack, elevator position, and sideslip angte (not shown) stay within relatively small limits.
This is a small-perturbation maneuver, and it was successfully analyzed with a linear model.

The final factor limiting the size of the maneuvers is flight safety. The maneuver showvn in Figure
6.2-4 would be unacceptable n an envelope expansion program or on a large transport plane.

These considerations place lower and upper bounds on the acceptablz maneuver amplitude. For most
aircraft, the range between the luwer and upper bounds will be large, the best maneuver amplitudes being
those near the middle of the acceptable range,

This discussion has been more descriptive than quantitative. Table 6.2-1 gives a few specific num-
bers for reasonable maneuver amplitudes. We must emphasize, however, the severe limitations of these
rough numbers. First the numbers are oriented towards high-performance airplanes suzh as fighters: this
is the class of airplane with which we have the most erperience (though we do have expeiience on a wide
variety of aircraft). For a large transport, you will generally use about the same displacement angles,
but smaller rates than these numbers indicate. Second, even for a given airplane, the maneuver ampli-
tudes will vary with flight condition. Finally, the magnitudes shown in the table for different signals
will often be inconsistent; a 2° angle-of-attack change might imply a 1-g change in normal acceleration
for a high-speed condition.

6.2.4 Design Constraints

There are several practical constraints on the desiyn of stability and unt-~ol test maneuvers. This
section briefly 1ists the kinds of constraints we have most commonly encountered. Some of the constraints
are precisely defined; such constraints include control surface position 1iwuits and actvator rate limits.
The hardware is incapable of exceeding these limits.

Other constraints relate te the control system. It miyht be impussible to independently define the
position of each contr.l surface without redesigning the control system. For instance, a single lateral
stick command often resulis in a blend of inhoard aileron, outboard aileron, spoiler, and rudder motions
(or whatever combinations of surfaces the particuler airplanz has); in this case a maneuver with only out-
board aileron motion is not possbile. The control system often has feedback loops that are impossible or
unsafe to turn off, Such feedback loops present special problems, discussed in Section 6.3.4 You might
also encounter filters, electronic or mechanical, in the control system that limit your ability to make
sharp inputs.

Combinat fons of the aerodynamics and the control system can prevent stabilization at extreme
flight conditions. This can happen either because there 1s insufficient control power to trim at the
desired condition or because the airplane, though having enough raw power, is too noorly bzhaved to
stabilize at the condition. Extreme off-trim conditions may be impossible to reach safely, even in a
transient maneuver.
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Some constraints are vaguely defined. Many maneuver magnitude constraints, whether due to safety or
linearity considerations, have some flexibility. A maneuver with a brief transient beyond the stated
boundarfes might be acceptable, while another maneuver that closely approaches several safety boundaries
could be judged as too risky for the expected return. In general, there are degrees of acceptability
rather than simple definite boundaries,

The requirement to maintain a constant flight condition falls in the flexible class. Section 6.2.3
discusses the distinction between flight condition parameters that can vary widely and those that must be
precisely controlled, The exact amount of acceptable deviation is seldom defined. This requirement is
often a major factor in maneuver design. Figure 6.2-5 shows a maneuver dominated by the requirements of
maintaining Hach number constant at 0.9 and angle of attack constant at 12° during a lateral-directional
maneuver. The airplane had insufficient thrust to maintain these conditions in level flight.

In more conventional flight regimes (level cruise flight) you often choose the order and sign of
inputs to minimize changes in the flight condition. If the first part of a lateral-directional maneuver
starts the aircraft rolling to the right, you might choose the sign of the latter part of the maneuver to
counter the right roll. Another approach is to delay until the end of a maneuver those inputs likely to
result in the largest upsets of the flight condition. This allows you to choose the time segment actually
used in the analysis so as to exclude the large flight condition changes.

One good approach to minimize the flight condition changes during a maneuver is to start from a non-
steady condition. For instance, if the maneuver will cause the aircraft to accelerate, start from a
decelerating condition. Figure 6.2-4 shows an example of applying this 1dea, which in this case reflects
pilot common knowledge: It is best to pull the nose up before starting a roll. The dynamic pressure
change in this maneuver would have been much larger were the maneuver initiated from level flight.

£.2.5 Pilot Involvement

Unless you have the capability of programming automatic inputs, the maneuvers must be such that a
pilot can fly them with the required precision, This constraint is best addressed by discussing the pro-
posed maneuvers with the pilot early in the planning stage. Kleingeld (1974) demonstrates precise execu-
tion of a demanding maneuver; extensive simulator training aided this task. The maneuver shown in Figure
6.2-5 illustrates extremely precise control in spite of demanding physical conditions (over 4 g) and
unusual attitudes.

The suggestions sometimes can be as simple as restating the maneuver description in different terms. For
instance, an impractical maneuver requirement of starting an aileron pulse 1.8 * 0.1 sec after a rudder
pulse takes on a more reasonable appearance when restated to require the aileron pulse at the time of peak
positive sideslip angle, Besides being easier on the pilot, the latter statement is probably a more
robust statement of your requirements, considering possible differences between your predictions and the
actual aircraft response. You may find that the pilot has an excellent instinctive feel for things that
sound complicated, l1ike what kinds of inputs wil) excite the Dutch-roll mode (2 subject likely to be of
much interest to you; see Section 6.3.2).

The maneuvers shown in Figures 6.2-4 and 6.2-5 were designed in close consultation with the test
pilot, who had a good urderstanding of the engineering objectives and made major contributions towards
designing a maneuver to meet the objectives. If Yyou have good test pilots, take advantage of their
skills to help you design good maneuvers, rather than giving them yes/no choices. Flying test maneuvers
is, after all, their area of expertise. Even if you have automatically programmed inputs, the pilots
are likely to be helpful in designing the inputs.

A side benefit of actively involving the pilots in maneuver design is that they are then better
equipped to adjust to unexpected situations., Yoy might have more stringent safety limitations than
expected because of in-flight failures or aircraft characteristics different than expected; a pilot
familiar with your objectives might be able to modify the maneuver to meet the new constraints instead
of abandoning the maneuver as impossible, The necessary modifications are sometimes so simple as to
be obvious if the pilo: has a simple understanding of the objectives, Suppose, for instance, you
requested that a maneuver be inftiated at 12° angle of attack, but the airplane is inexpectedly limited
to a maximum of 10° angle of attack., If the pilot has no more information than that, you wil) probably
lose a maneuver. If the pilot understands that your objectives just require the highest practical angle
of attack, estimated as 12°, the pilot might get you usable data by starting the maneuver at a 9° or 10°
angle of attack.

You can encounter unexpected opportunities, as well as unexpected limitations. Even in the most
tightly packed f1ight programs, unforeseen limitations encountered in flight can force cancellation ot
many of the activities Planned for a flight, leaving idle time. If “he limitations do not affect the
stability and contro) maneuvers (for instance, if only the flutter inst rumentation fails on a flight
planned to gather flutter data), you have a good opportunity to gather extra data. Much of the cost of
a test flight is incurred getting the airplane in the air; the savings from ending a flignt early are
usually negligible compared to the cost of the flight. Therefore, you want to get as much data as pos-
sible out of each flight as long as the airpiane is safe to fly. A pilot with a good understanding of
vour requirements can often improvise useful maneuvers on the spot instead of landing early for lack of
better things to do. Such improvised maneuvers need not be ideal, Just useful.,



6.3 [IDENTIFIABILITY

Identifiability 1s the central issue in the design of maneuvers for parameter estimation., The issues
discussed in Section 6.2 place important constraints on the maneuver design, but they serve a secondary
role as modifiers to the primary goal of identifiability. The objective of the stability and control
test maneuver is to provide good identifiability within the constraints imposed.

The unknown parameters of a system are said to be identifiable if 1t is possible to identify their
values based on measurements of the system inputs and outputs. Although it is common to talk loosely of
the system being identifiable, the definition depends inherently on the parameterization of the system.
Almost any system can be made unidentifiable by allowing enough of its parameters to be unknown; con-
versely, a system can often be made {dentifiable by specifying known values for enough of its parameters.
Therefore, it is more reasonable to talk about the parameters of the system being identifiable than about
the system itself being identifiable,

As we use the term, identifiability is defined for a specific input (thus the relevance to this
chapter on maneuver design). It is trivial to demonstrate systems that have unidentifiable parameters
for all possible inputs; the most trivial examples are systems with no outputs. Therefore, input design
is obviously not the only factor in identifiability. The system structure and parameterization are the
primary factors, and they define the limits of what is achievable by maneuver design. In this chapter we
focus primarily on maneuver design. Naturally, the subjects of maneuver design and identifiability are
closely related; you cannot definitively settle one without considering the other.

We leave formal discussion of identifiability to other sources. Maine and INiff (1984, chapter 11)
discusses several aspects of identifiability. Plaetschke and Schulz (1979) compares several proposed
methods of automatically designing maneuvers to “optimize" identifiability. You can design maneuvers with
good identifiability by following a few general principles (discussed in Sections 6.3.1 to 6.3.4). Our
emphasis is on criteria that are easy to evaluate in practical situations; in some cases the answers are
obvious by inspection, with the appropriate insight. Most practically encountered identifiability
problems are simple, often trivially simple. Avoid burying your head so deeply in a morass of pedagogical
detail that you miss what is obvious to the unsophisticated.

6.3.1 Independent Inputs

You must have independent inputs on every control surface for which you intend to estimate deriva-
tives. Part of this requirement is obvious at first glance: You cannot estimate rudder derivatives
if the rudder does not move. The requirement that the inputs be independent, although simple to explain,
ts a major source of confusion and error. If the motion of one surface is directly proportional to the
motion of another, then there is no way to distinguish the effects of the two individual surfaces.
Aileron-to-rudder interconnects give a classic example of this problem. Suppose the pilot moves the
lateral stick in an airplane with an aileron-to-i'udder interconnect. Not only does the rudder motion not
help the data, it actually destroys the 2ileron effectiveness information. You can estimate neither
aileron nor rudder derivatives from such a maneuver, even though both surfaces move, because the motions
of the two surfaces are not independent. The best you can do is estimate an equivalent combined effec-
tiveness, ignoring the question of how much of the effect comes from each surface.

There are many circumstances in which surfaces move together, as in the aileron-to-rudder interconnect
example, In some cases, the combined equivalent derivative is all you need. In large airplanes you some-
times find that a single control surface is physically split into two or more segments, each driven by a
separate actuator. In normal operation you do not care how much of the effectiveness comes from each
segment, because all the segments move together within the accuracy of the actuators. (In any event,
superpositioning individual segment effects may not work well, because of interference effects of the adja-
cent segments.) Therefore, except in failure-mode testing, you do not need maneuvers with independent
inputs on each s2gment.

Multiple surfaces moving together for roll control are common. These surfaces can include inboard
ailerons near the wing root, outboard ailerons near the wing tip, differential horizontal stabilizers,
asymmetric spoilers, and others. In this case, the ratios of surface motions often depend on flight
condition; the outboard ailerons, for instance, are often held fixed during high-speed cruise flight. The
ratios can also depend on amplitude; the spoilers sometimes have a dead band so that they deflect only for
large stick motions. Furthermore, it may be desirable to examine the effects of control system changes
that involve different ratios of surface motions. You usually want independent inputs on each of these
control surfaces; otherwise you must estimate combined equivalent derivatives, which have limited utility.

It is acceptable for surfaces to move together during part of a maneuver as long as there is inde-
pendent motion elsewhere in the maneuver. The independence requirement applies to the maneuver as a
whole, not to portions of the maneuver. Figure 6.3-1, for instance, illustrates a reasonable aileron and
rudder input. The second pulse provides rudder information, ani the first pulse provides combined
rudder-aileron information. Using both pulses, we can reasonably expect to estimate both rudder and
aileron derivatives. Thus, as long as the pilot does both a lateral stick pulse and a rudder pedal pulse
in each maneuver (a good idea anyway, as discussed in Section 6.3.2), the aileron-to-rudder interconnect
does not degrade the results.

You cannot get acceptable independence from actuator nonlinearities, noise, small lags, dead bands,
or other minor differences between the motions of different surfaces. A likely effect of such minor dif-
ferences is that instead of failing with a divide-by-zero error, the minimization algorithm will diverge
or give ridiculous answers (often wrong by several orders of magnitude). Useful independent inputs must
have large independent components.
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Indeed, the worst inputs are those with fairly smal) differences. If the inputs have large inde-
pendent components, then you can estimate independent derivatives. If two inputs are dependent or so
nearly dependent that you can neglect the difference, then you can at least estimate combined equivalent
derivatives, which have some utility, albeit limited. It i3 usually safe to neglect differences due
to such small problems as noise, actuator errors, and quantization. Your worst problems occur when two
inputs are different enough that you cannot neglect the difference, yet not different enough to allow
good independent estimates.

Nonlinear control laws are a common source of such troublesome differences. On the space shuttle, for
instance, the reaction control jets are inherently nonlinear, each jet baing either on or off. There is a
blend of rudder and yaw-jet control in some flight regimes. Although the rudder motions and Jjet pulses
have characteristically different shapes, they tend to operate in the same direction at the same time.
This type of data is extremely difficult to analyze. Neither independent derivatives nor combined equiva-
lent derivatives work well. In fact, there is no approach that relfably works well, except to get dif-
ferent maneuvers with greater independence. The results are sensitive to small errors in modeling,
measurements, and predictions. You can get wide ranges of results from minor changes in maneuver times,
weightings, and other details. Therefore, the results are 1ikely to reflect more the analyst's personal
Judgments than objective deductions from the data. With data jike these, you are likely to spend many
months getting questionable results; you might be well advised to abandon the effort at the start and
declare the data unusable.

6.3.2 Modal Excitation

Your inputs must significantly excite all the modes of the model you are analyzing and should minimize
excitation of unmodeled modes. This is probably the single most important principle of input design for
parameter estimation; it applies to any system (aerospace, economic, biological, or other). If you can
devise an input that excites the appropriate modes, you are over the biggest obstacle to designing a good
input; the rest of the design process consists mostly of modifying the input to meet constraints.

This principle 1s more a restatement of the problem than a solution. It does not indicate how to
design an input to excite the appropriate moGu:. The restatement does present the problem in terms more
understandable to people familiar with the dynamics of the system. The test pilot, for instance, can
probably suggest how to excite the longitudinal short-period mode without exciting the phugoid.

The design of inputs for good modal excitation separates into two issues: selecting appropriate
control surfaces or other control devices to use and specifying the shape of the input signals as a func-
tion of time,

Controllability is the theoretical basis for the selection of which control surface to use. To get
excitation of a mode, you must select control surfaces that make the mode controllable. A classic exam-
ple of a controllability problem is a structural shaker positioned at a nodal point. Such a shaker can-
not excite the mode that has a node at the shaker.

For afrcraft stability and control analysis, the surface selection problem is relatively straight
forward. You are seldom in a position to specify the design and placement of control surfaces to be
used in testing. The decision reduces to which of the existing control surfaces to use. The selection
options are further reduced by the considerations of Section 6.3.1, often to the point of leaving no
decision to make.

In many cases you will have a choice between designing several maneuvers, each using one of the
control surfaces, or designing a single maneuver using all the control surfaces. If more than two sur-
faces are involved, compromise choices are also pnssitle. Although other constraints can affect this
decision, adequate modal excitation is usually easier to ensure when you use several different surfaces
in the same maneuver. (However be sure to make the tnputs independent, as discussed in Section 6.3.1.)
Section 6.4.2 gives a specific example of the advantages of maneuvers that use multiple control surfaces.

We can give little universally useful advice about how to specify the shape of the input signals for
achieving good modal excitation. For the specific case of the aircraft stability and control models that
we normally use, Section 6.4 gives examples of inputs that we have used with good results. For more
general situations and where there is less previous experience to draw from, the frequency content ideas
of Section 6.3.3 are helpful.

6.3.3 Frequency Content

The system modes are best excited by frequencies near the system natural frequencies. Input frequen-
cies much higher than the system natural frequencies result in negligible response {or excite higher fre-
quency unmodeled modes). Very low input frequencies result in esstntially static data. Therefore, good
inputs should have most of their energy in frequencies near the system naturatl frequencies.,

Taking this principle to the extreme suggests inputs consisting of stne waves at the system natural
frequencies. Such narrow-band inputs, however, cause several problems. Such design is overly sensitive
to errors in the predictions of the system natural frequencies. More serious is the fact that narrow-band
inputs tend to degrade identifiability. You cannot accurately characterize a system based on data
generated by input at a single frequency.

An ideal input would have a fairly broad spectrum, covering the range of system natural frequencies
and decreasing outside of that range. A frequency sweep is an obvious signal form meeting these require-
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ments. Frequency sweep inputs are often used in structural testing, Figure 6.3-2 shows a frequancy sweep
mne;ner on a 3/8-scale F-15 aircraft model (11iff et al., 1976). We obtained good results from this and
similar maneuvers.

Koehler and Wilhelm (1977) presents an input design, which they call a 3211 input, based on these fre-
quency content ideas. Their design is relatively easy for a pilot to fly, compared with something Vike a
frequency sweep, which is best performed with an automatic maneuver system. Figure 6.3-3 shows a 3211
input from Plaetschke and Schulz (1979). The input is a sertes of four contiguous steps with alternating
signs, lasting for 3, 2, 1, and 1 time units, The length of the time unit s adjustable to center the
frequency band of the input around the system naturs) frequencies. We have tried 3211 inpwts on severs)
aircraft and have obtained good results. Plaetschke et al. (1983) comparas flight ¢ats results frem
3211 inputs with those from several different inputs that were designed Dased on eptimality criteris.

6.3.4 Feedback Systems

Automatic feedback systems are often a source of identifiability preblems. We discuss twe Rinds
of tdentifiability problems caused by feedback, along with several approsches to the selutiens of
these problems,

The easiest solution to feedback problems is to turn the feedback system of f during the sabtlity snd
control maneuvers. You need only turn off the feedbacks in the axes of the asmeuver. Llatera!-directieng!
feedbacks do not degrade longitudinal maneuvers., The lateral-directional feedbochs often taprewe !
dinal maneuvers by helping to stabilize unwanted lateral-directiomal oscillatiens: conversely, lengited?-
nal feedbacks often improve lateral-directional maneuvers.

If turning the system off is impractical (for instance, if the open-legp atrplame is wastable or 1f
there is no mechanism for turning the feedbacks off), then reducing the feedback gains can allevime e
of the problems. If gain reduction is impractical or inadequate, you need to lesk mere spectifically &t
the nature of the problems.

The first problem is that feedback systems often make it difficult to emcite the dymemtcy of the
system. With some high-gain feedback systems, the aircraft motion decays withewt esctllatien adasst
immedtately after the input stops. Such deadbeit response is the aim of the fesdback system, bwt tt
gives little data on which to base parameter estimates. There is high comtrol swrface activity. bet
it is of small amplitude, highly correlated, and concentrated at high frequencies. Any fesfbochk tystem
will result in closed-loop response characteristics different from the aircraft opee-leap cherecteristics.
This difference is not necessarily a problem in itself; it becomes a prodlem only when the ¢losed-lesp
response is deadbeat.

If you cannot turn the feedback system off or reduce the gains, the next best selutien te the predblien
of deadbeat response is to use persistently exciting inputs. You should also pay particular asttemtien te
getting a relatively broad frequency spectrum in the input. The usual pulse-tyre inputs oftea give imsuf-
ficient response for analysis. We suggest frequency-sweep inputs as a good choice for this sitwation if
you have the capability to do them. A series of 3211 inputs might also work well (Marchend, 1977). In
any event, the tnput should persist for almost the entire planned duration uf the maneuver because the
aircraft response will stop soon after the input stops.

The second icentifiability problem caused by feedback systems is linear dependence (Koehler and
Wilthelm, 1979). Consider a simple example in which yaw rate is fed back to the rudder to augment the yaw
damping. The rudder position is then directly proportional to the yaw rate during aileron maneuvers. In
this event, there is no way to distinguish rudder effects from yaw rate effects. This is similar to the
dependence problems mentioned in Section 6.3.1, except that the dependence discussed there is between two
controt surfaces. As the feedback system becomes more complicated, the prcblem becomes more compli-
cated, but it retains the same basic character. If a control surface position is a direct function of
several vehicle state variables, then you will be unable to distinguish the control surface effects from
combinations of the state variable effects. As discussed in Section 6.3.1, lags and other small differen-
ces usually make such dependence problems more difficult to resolve instead of easier.

The solution to dependence problems caused by feedback is simple in principle and is the same as that
suggested in Section 6.3.1: Add an independent input signal ta each control surface that moves during a
maneuver. It does not then matter whether the control surface position also has a component due to feed-
back. If it is impractical to add an independent input signal (for instance, if the control surface is
dedicated solely to feedback funciions and this is not easy to change), then you will probably be forced
to assume that some of the derivatives are known from other sources or to use some form of equivalent or
combined derivatives.,

There is a common misconception that any analysis of maneuvers with a feedback system on will give
equivalent closed-loop derivatives. This misconception is based oii earlier hand-computation methods of
analysis (which are still useful for some purposes). There are no such equivalent derivatives in our
model; we normally get estimates of the bare-airframe open-loop derivatives whether the feedback system is
on or off (Koehler and Marchand, 1979). We are forced to use a model with equivalant derivatives only
when we cannot get adequate maneuvers by the methods discussed previously or when control surface measure-
ments are missing.

The reason that our analysis gives open-loop derivative estimates is that actual control surface posi-
tions are inputs to the model. The effect of feedback is to change the input to the model, not to change
the model's inner structure. If we used pilot stick position as the input, then the feedback loops would



83

be internal to the model, and we would anticipate estimating equivalent closed-loop derivatives. This
1s one of the reasons (Sectton 8,2 discusses others) that we use contro) surface position measurements
in preference to measurements of pilot stick position.

6.4 SAMPLE MANEUVERS

In this cection we show sample small-perturbation maneuvers designed for aircraft stability and
control analysis. We give several empirical rules used to design these maneuvers. We do not claim
that the maneuvers or rules of this section are optimum, but they have given adequate results in a
wide variety of circumstances.

The mineuvers are based primarily on adaptations of standard piloting tasks and flight test maneu-
vers previously used for other purposes, rather than on mathematical derivations of good tnput signatl
shapes. The design of the maneuvers 1s largely a refinement task; given that some simple standard maneu-
ver comes reasonably close to our requirements, we can place restrictions on the maneuver or slightly
modify it to better achieve our purposes. This design philosophy is the reason for the predominance of
pulse-type inputs.

6.4.1 Longitudinal Naneuvers

longitudinal inputs are usually easy to design. Our usual longitudinal models include only the short-
period longitudinal mode. This mode can be excited by a simple pulse or doublet on the elevator or other
longitudinal control surface. The exact shape of the pulse is unimportant. For best excitation, pulse
duration should Spproximately equal natural period of the short-period mode. The constraints mentioned in
Section 6.2 determine the best pulse size and whether singlets or doublets are best. Large longitudinal
pulses can result in significant flight condition changes.

Figures 6.4-1 to 6.4-6 show typical longitudinal test maneuvers from several atrcraft: a JetStar
(Brenner ot al., 1978), an F-111A (Brenner et al,, 1978), a Beech-99 (Tanner and Montgomery, 1979), a
T-37 (Maine, 1981b), a 3/8-scale F-15 model (IViff and Maine, 1975), and a Piper PA-30 (Brenner et al.,
1978). Other longitudinal maneuvers are illustrated throughout this document.

6.4.2 Lateral-Directional Maneuvers

Our usval lateral-directional models include the Dutch roll, roll, and spiral modes. The best way to
ensure adequate excitatton of all modes 1s to have both atleron (or other primary roll control) and rudder
input during the maneuver. It is certainly possible to excite all the modes with aileron input only or
with rudder tmput only, but these approaches require careful input design and execution, varying from
altrcraft to aircraft. [t is our general experience that a stmple rudder doublet, combined with an aileron
doubiet in the sime mineuver, is easy to execute and gives consistently good excitation.

If you must use data with the atleron and rudder inputs in separate maneuvers, the best way to avoid
prodlems is to pair atleron and rudder maneuvers from similar flight corditions {assuming that you have
such metching maneuvers). You can analyze the set of two (or more) maneuvers together, obtaining a single
set of estimates that appliies to both maneuvers. MWe call this approach double-maneuver (or multiple-
saneuver) analysis.

Figures 6.4-7 and 6.4-8 show Separate rudder and aileron maneuvers from a Piper PA-30 aircraft,
Figure 6.4-9 shows estimates of C,.P from severasl such maneuvers on the PA-30. The data exhibit large

scatter, with both positive- and hegative-valued estimates, although there is significant clumping of
points with small Crasér-Rao bounds near the center of the scatter band.

Figure 6.4-10 shows the same data segregated into rudder and aileron maneuvers, The aileron maneuvers
obviously superior for estimating Cnp; they give less scatter and smaller Cramér-Rao bounds. Foster

(1977) documents a similar conclusion. The advantage of using the aileron maneuver for estimating p de-
rivatives is fairly clear from looking at the maneuver time histories shown in Figures 6.4-7 and 6.4-8,
The aileron maneuver gives large-amplitude roll rates with shapes characteristically different from the
other signals; the roll rate from the rudder maneuver is smaller and is similar in shape to B. The
rudder maneuvers, however, are better for estimating some other derivatives; the rudder input gives far
better excitation of the Dutch roll mode.

Figure 6.4-11 shows the Cnp estimates from multiple-maneuver analysis of the same data. Every case

analyzed included one or more rudder maneuvers and one or more aileron maneuvers, paired by flight con-
dition. This analysis combines the advantages of both the rudder and the aileron maneuvers, giving good
estimates of all the derivatives.

Although you can use multiple-maneuver analysis in this way to pair aileron and rudder maneuvers, you
will have fewer problems if you 1include both aileron and rudder inputs in each maneuver flown. This
avoids the problems of pairing maneyvers, small flight condition mismatches, and additional initial con-
ditions (you must consider the initial condition of each part of a multiple maneuver).

The order and timing of the aileron and rudder pulses are largely influenced by the requirement to
minimize f1ight condition changes. There have been several studies on varying the number, order, and
timing of the pulses (Cannaday and Suit, 1977). For pulse-type maneuvers, most of these studies agree
that there is Tittle noticeable -effect on the identifiability of the derivatives as long as there are
both aileron and rudder inputs.

-4
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Figures 6,4-12 to 6.4-15 show some typical combined rudder-aileron inputs from several atrcraft: an
F-8C (Steers and INiff, 1975), an oblique-wing atrplane (Maine and INtff, 1981b), an HL-10 Yifting body

(8renner et al., 1978), and an F-111A (1141 and Maine, 1975)., Other lateral-directional maneuvers are
f1lustrated throughout this document.

TABLE 6.2-1. — TYPICAL
MANEUVER AMPLITUDES FOR
FIGHTER-CLASS AIRCRAFT

Signa!? Peak magnitude
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] 1°

P 30 deg/sec
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Figure 8.3-1. Oblique-wing 200-sample/seo data.
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The data acquisttion system is an important part of stability and control flight testing. To do a
goud job, the data analyst must have a detailed understanding of how the data get from the sensor to the
analysis program. This chapter discusses the classes of data acquisition systems and the problems that
arise in data acquisition,

If you are unaware of details 1ike how the data were filtered, digitized, time tagged, and recorded,
then you cannot truly claim to understand exactly what the data tell about the afrplane. Analyzing the
gross characteristics of the atrcraft requires few of these details, but the more information you try to
extract from the test data, the more detafls you need to know about the data. If you have nothing to
work from but a data tape and a list of the signals on the tape (straits we have seen many pecple in,
and occasionally have occupied ourselves) avoid making grandiose promises or placing great confidence
in your resuilts.

You need to take a systems approach to analyzing the data system; that is, you need to look at the
entire system, from the input to the output. The system includes sensors, recording system, postflight
processing, and the connections betwecn these parts., The connections and interactions between the com-
ponents can be as important to the overal) system performance as the individual components .,

There is strong synergism among the negative effects of data system problems. Two problems, nei-
ther of which alone would unacceptably degrade results, can result in unusable data when they occur
in combination. This is an area where simulation is often overused and misappiied; a 1ittle experi-
ence with real flight data is far more valuable. We often see simulation used to pick the minimum
usable sample rate, resolution, and other specifications; this almost invariably results in severe
analysis difficulties.

Indeed, we prefer to avoid the whole idea of the minimum acceptable data system. A minimum acccpt-
able data system too often becomes unacceptable in practice, due to overreliance on misleading simula-
tions, neglect of the synergism of data system problems, and unforeseen circumstances. The process of
getting usable data from a minimum acceptable data system is typically lengthy and labor intensive, when
it is possible at all., It is our observation that questions about minimum acceptable data quality por-
tend a project destined to have unusable data; these questions often arise in connection with success-
oriented philosophies (see Section 1.5), which ignore the fact that although it is theoretically possible
to get by with the proposed system, the odds are against it. We are much more encouraged when a project
starts with discussions of what kind of data system would do the best job, followed by a determination of
how close to this ideal we can get.,

Because the subject is so large, we devote two chapters to the data system. This chapter discusses
the recording system and the connection of the sensors to the recording system. Some of the issues raised
are also pertinent to other parts of the data system., Chapter 8 covers the instrumentation, which is the
front end of the data system.

7.1 TYPES OF RECORDING SYSTEMS

There are several different means of recording flight data for analysis. The characteristics of the
data recording system strongly influence the use of the data for stability and control derivative estima-
tion. This section 1ists and describes the characteristics of some of the recording methods. The list is
incomplete, reflecting the most common methods. The discussion is brief and general; this document is not
the place for a detailed treatment of data recording methods.

The most common type of recording system used at Ames-Dryden 1s pulse code modulation (PCM). Figure
7.1-1 11lustrates the major components of a simplified PCM system. PCM systems are inherently digital,
The analog signal from each sensor first undergoes signatl conditioning as required; this typically

The counts values are stored in digital form on an onboard tape or telemetered to the ground for simi-
lar tape storage (usually we store both onboard and telemetered data for redundancy). Postflight computer
programs read the PCM tapes and convert the counts values into appropriate engineering units for analysis.

We find PCM systems to be a reliable means of recording high-quality data. The digital recording
format has the advantage of not being subject to distortion. You may lose bits of data if there are
transmission or media problems, but such dropouts are easy to detect. You do not find your data dis-
torted by such subtle problems as temperature-dependent nonltnearities or tape drive speed, wow, or
flutter. Of course, the sensor itself can have temperature or other environmental dependencies, but once
the data are digitized you can be confident that 1t is subject to no further distortions. We recommend
PCM systems as the primary data recording method for all serjous test programs. Many of the discussions
tn this and later chapters emphasize the types of data problems common to PCM systems.

Our second most common form of data recording is at the other extreme of complexity — handwritten
notes. These are often called pilot tap notes, although they can be made by other crew members or ground
support personnel. The frequency response and time correlation of the hand-recorded data make their use
obviously impractical for dynamic signals. In some cases, hand recording is practical but inconvenient
compared with automatic recording systems, which do not misread dials or forget to record the value and
which can automatically supply data to analysis programs. However, handwritten notes are sometimes the
only practical means of recording numerous parameters. Bastcally anythinn that remains essentially
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loading, fuel weights, configuration, control system modes, altitude, atrspeed, air temperature, engine
speeds, and subjective turbu.ence level.

The most important point about hand-recorded data is to remember to record it. Do not confuse com-
plexity with importance. Something 11ke permanently recording the number and seating of crew members and
their approximate weights may seem so trivial as to be unworthy of mention on the flight plans and data
requests; it will not seem so trivial six months later when you have to throw out all the data from the
flight because you cannot accurately reconstruct the weight and center of gravity.

Analeg recording systems that we have used include frequency modulation, oscillograph charts, pulse-
amplitude modulation, and pulse-duration modulation. Some of these methods have been used at Ames -Dryden
in the past and are still in use at some installations. We generally regard these systems as inferior to
PCM systems because of the noise and Jistortion inherent in analog systems.

Data are occasionally recorded hy video cameras. We have, on occasion, acquired dynamic data by
reading cockpit guages from video racordings. This is similar in many ways to hand-recorded data, except
that the video method allows higher frequency data and better time correlation. This type of data gath-
ering is labor intensive and (luckily) rare in stability and control analysis.

7.2 TIME TAGS

A1 practical methods for estimating aircraft stability and control derivatives assume exact knowl-
edge of the relative time of each messurement., There are always, however, some small errors in our real
knowledge of the times. Our real requirsment is that any such errors be small enough to have negligible
effect on the derivative estimates. This sectfon investigates the effects of time errors to determine
how much error we carn tolerate.

We use the phrase "time tag" to refer to the information about the time of each measurement. The
time tag can have severzl forms. In many cases the time tag is actually data recorded with each measure-
ment or group of measurements. A simple example of such a recorded time tag is the time read from a
watch written on hand-recorded notes. PCM or other automatic data systems often record time as a data
channel. Video records are sometimes time tagged with an image of a digital clock on each frame.

Implicit time-tagging methods contrast with these explicit methods. A common form of implicit time
tagging is to assume that the measurements come at a known regular sample rate and that the time of each
measurement is thus a known increment after the time of the preceding measurement. Implicit time tagging
can be as accurate as, if not more accurate than, explicit time tagging, but it provides no good way to
merge data from two independent data streams.

We discuss aerodynamic coefficient identification package (ACIP) on the space shuttle to 1llustrate
data time tagging, We present this simplified picture of the ACIP system only as one example of how data
can be time tagged; different data systems use different time-tagging methods. The ACIP system uses a
mixture of explicit and implicit time tagging. Figure 7.2-1 shows the layout of the ACIP PCM system
for the initial flights. The system has a constant bit rate of 64,000 bits/sec. There are 8 bits/word,
giving a word rate of 8000 words/sec, and there are 46 words per data frame, giving a frame rate of
173.9 frames/sec. There are 64 frames per data cycle, giving a cycle rate of about 2.7 data cycles
per second.

Words 1 to 3 of each frame are used for synchronization and do not concern us here. The 19 high-
sample-rate dynamic parameters are in words 9 to 46 of each frame. The counts values for each of these
parameters occupy two consecutive 8-bit words. These parameters are recorded every frame, so their
sample rate is the same as the frame rate of 173.9 samples/sec.

Word 8 contains the low-sample-rate data, mostly temperatures and other environmental data. The
counts values for these parameters need only one 8-bit word. Word 8 contains a different one of these
parameters for each of the 64 frames of the data cycle; thus there is room for 64 parametars in this
word, each sampled at the cycle rate of 2.7 samples/sec. This method of recording several low-sample-
rate parameters in the same word is called subcommutation. Word 4 contains the frame number {0 to 63),
which distinguishes among the parameters subcommutated in word 8. Each of the subcommutated parameters
is assigned a particular frame number,

Words § to 7 of each frame contain time data from a system clock. The exact form of the data is
irrelevant here. These data constitute an explicit time tag for each frame of data. The time recorded
is that at the start of the frame. The data signals are digitized one at a time as they are recorded, not
at the start of the frame. To determine the sample time of each reasurement, you must add the word
number divided by 8000 to the time recorded at the start of the frame (minus a small time for the analog-
to-digital conversion). Thus, the time of each measurement is the sum of the explicit time tag for the
frame plus the increment implicit in the word position.

The absolute times of the data are irrelevant. It does not matter whether you express the time in
Greenwich Mean Time, elapsed time from takeoff, or any other convenient time base. What does matter is
that you know the relative times of any two measurements. If you merge two or more independent data
sources, however, they must be referenced to the same time base; this requires system clocks synchronized
to some agreed-upon standard.

It is inportant to distinguish between requirements on the times of the measurements and requirements
on our knowledge of these times. The emphasis of this section is on the knowledge. We are not overly
concerned, for instance, with requiring all of the signals to be sampled simultaneously. Almost all
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awkward and time consuming, As long as we know the time of each measurement, we can interpolate al) the
signals to give the effect of simultaneous sampling. Interpolation does tntroduce errors, which could be
2voided by using a system with simultaneous sampling, but such errors are usually negiigible. The prob-
Tems resulting from misinformation about the times of the measurements are far worse.

Errors in time tags can come from several sources. Any physical sensor has some time lag inherent in
its response. The signal conditioning and analog-to-digital conversion introduce further lags. MNone of
these lags are problems intrinsically, provided that you remember to account for them and that you have
accurate values for them,

Most time-tagging errors result from carelessness and poor understanding of what the time tags
mean. A typical error would be to use the ACIP time as the time for every measurement in the frame,
as though the sampling were {imultaneous, the instruments had instantaneous response, and there were
no presample filters. The only way to ensure that you have avoided time errors ts to understand exactly
how the data get from the sensor to you, what the timing is for each step, and how the time-tag infor-
matfon is obtained,

We cannot give a universal formula for how to interpret time tags, because time-tagging methods
differ so much. Some systems do sample all signals simultaneously or nearly simultaneously (Renz et
al., 1981); such sample-and-hold techniques give the most easily interpreted time tags. At the other
extreme, the space shuttle data system includes signals (not in the ACIP system) for which the data
are digitized and stored in a buffer at 6.25 samples/sec but time tagged and recorded at § samples/sec.
We eventually gave up trying to accurately time tag some of the shuttle measurements for which the
timing depe?ds on a flight computer that can be {nterrupted by higher priority tasks (like controlling
the vehicle).

Figure 7,2-2 (from Steers and N1ff (1975)), 1llustrates some of the effects of time-tagging errors.
These data are all based on one maneuver, with the data artificially time shifted to create timing
errors. Each point on the figure represents an estimate of Lg using data with either p, 8, or 8a shifted
by the indicated amount. A positive shift is defined such that the shifted signal lags the other
signals. The figure shows little effect of 8 shifts on the Lg estimates for this maneuver, but shifts in

p and éa have large effects., A positive shift of 0.1 sec in Sa or a negative shift of 0.1 sec in p
results in about a 50-percent change in the Lg estimate. Time errors of 0.1 sec or more have occurred in
several programs in our experience. An intuitive explanation for the sensitivity to such shifts is that
if Sa has a positive shift or p has a negative shift, then the p motion appears to precede the &a input.
Such apparently autonomous p motion looks 1ike an instability, resulting in large effects on the deriva-
tive estimates. Steers and INiff {1975) shows data similar to those in Figure 7.2-2 for other deriva-
tives and other airplanes.

The conclusion from Figure 7.2-2 and similar data is that some of the derivative estimates are
extremely sensitive to time shifts in some of the signals. The more complicated the wodel, the more sen-
sitive it will be to time shifts. Our empirical rule for aircraft stability and control analysis is that
time errors of more than 10 msec may cause problems and should be rectified. Errors of less than 10 msec
are probably unimportant, and erro~s of less than 1 msec are certainly unimportant. We tend to ask for
data accurate to 1 msec and settle for accuracy of 10 msec. For signals 1ike altitude and airspeed, which
have litile dynamic content, the timing requirements are Jess stringent; accuracy of 20 to 50 msec is
usually adequate for these signals.

7.3 ALIASING AND PREFILTERING

Digital recording systems such as PCM sample the continuous-time signals at discrete time points.
Regardless of the recording method, you must digitize the data at some point in the processing in order
to analyze the data on a digital computer. This digitization raises obvious questions of sample rate and
resolution, dealt with in Sections 7.4 and 7.5. This section addresses signal aliasing, a subtler and
often misunderstood aspect of the digitization. Every engineer working with digitized data should be
aware of the general nature of aliasing because it can distort data beyond recognition if you are care-
less. This section briefly outlines the concept of aliasing. Oppenheim and Shafer (1975) gives a more
thorough treatment.

A1l systems of which we are aware sample the data for each signal at regularly spaced time points,
that is, at a constant sample rate. We henceforth assume such regular sampling; otherwise many of our
analysis tools would be inapplicable.

The Myquist sampling thaorem (Oppenheim and Shafer, 1975) 1s p.rhaps the most basic principle of
sampled signal theory and is the source o” our current concern. This theorem states that a signal with a
regular sample interval of A sec (a sample rate of 1/4 samples/sec) can contain no information at a fre-
quency higher than 1/(2a) Hz. This is a loose statement of the theorem but is adequate for our purposes.
This limit ;requency is called the Nyquist frequency or the half-sample frequency (because it is half the
sample rate).

A continuous-time signal can, in principle, contain data at any frequency. Realistically, the data
in any physical signal are restricted to a finite bandwidth, but the bandwidth is likely to be in the
kilohertz range or higher, several orders of magnitude above aircraft stability and control frequencies.

At first glance, the Nyquist 1imit does not seem like a great problem to us. Frequency Timits of
12.5 or 25 Hz (25 or 50 samplie/sec data) are high enough to include virtually all useful aircraft sta-
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structural resonance, ac power frequencies, engine vibration, thermal noise, and other nuisance data. It
1s tempting to conclude that sempling actually improves the data by removing the unwanted junk above the
Nyquist frequency; unfortunately, this optimistic conclusion is completely false.

When you digitize the continuous-time signal, the data above the Nyquist frequency do not innocuously
disappear. Instead, the high-frequency data shifts to an apparent lower frequency. This frequency shift
1s called aliasing or frequency folding. If the Nyquist frequency is N, a continuous-time signal of fre-
quency f aliases to

mod( f,2N) mod(f,2N) < N (7.3
f s " 7.3-1
alfa 2N - mod(f,2N) mod(f,2N) > N )

Figure 7.3-1 gives a simple i1lustration of aliasing of a constant-frequency signal. The solid line is

& presumed continuous-time signal. The crosses mark sampling times. The frequency of the signal is
slightly less than twice the Nyquist frequency: thus Equation (7.3-1) gives an alias frequency of slightly
greater than zero. The dashed line is the alias, the low-frequency apparent signal of the sampled data.
This alias signal is obviously a poor representation of the true continuous-time signal. Note that if

the sample rate were decreased slightly, the alias signal would be a constant (zero frequency).

The effect of aliasing is that all the high-frequency noise, rather than conveniently disappearing,
shifts to lower frequencies and contaminates the stability and control data. After you sample the data,
there is no way to separate the original low-frequency component from the contaminating aliased data.

The same principles of aliasing apply to thinning digital data to lower sample rates. Figure 7.3-2
chows a time history of 200-sample/sec data from the oblique-wing vehicle (Maine, 1978). Figure 7.3-3
shows the power spectral density (PSD) of the normal acceleration signal. The large hump below 1 Hz in
the PSD contains the useful stability and control data. The general noise level is about three orders of
magnitude in spectral density below the stability and control data, but there are strong signals at 17.7,
60, and 80 Hz. The peaks at 17.7 and 80 Hz are from structural vibration, and the 60-Hz peak is from the
propeller rotating at 3600 rpm. The 17.7-Hz signal is evident in Figure 7.3-2,

Figure 7.3-4 shows the PSD of a 25-sample/sec thinned normal acceleration siynal, The structural
and propeller response data are folded down and spread over the spectrum between 0 and 12.5 Hz, with the
result that the spectrum is nearly white. The response peaks no longer stand out clearly, and the low-
frequency data are significantly contaminated.

The only effective solution to aliasing is presample filtering, often called antialias filtering.
Filter the continuous-time data to effectively remove the high-frequency components before sampling (and
before thinning). This filtering must be done before the sampling or thinning step; there is no way to
undo the aliasing after the data are sampled or thinned.

Figure 7.3-5 shows the PSD of the 200-sample/sec normal acceleration after a prethinning filter con-
sisting of a 17.7-Hz notch and a third-order 20-Hz low-pass filter. This filter reduces the structural
and propeller response to at or below the general noise level, low enough that their aliases will not
significantly degrade the stability and control data. Figure 7.3-6 shows a time history of the filtered
data. Thinning these data to 25 samples/sec gives a good signal for stability and control analysis.

Figure 7.3-7 shows the roll rate PSDs from the same data before and after filtering. Some of the
same peaks appear in the unfiltered rol) rate as in the normal acceleration. These peaks are aimost
imperceptible in the filtered roll rate. Figure 7.3-8 shows the angle-of-attack PSDs before and after
filtering. None of the peaks observed in the other two signals are in the angle-of-attack spectrum.
There is, howevar, evidence of a nose boom bending mode at about 4.5 Hz. We verified that this was a
boom mode by hand plucking the boom and visually estimating the resronse frequency (this is a prime
exampte of the kind of test that is trivial ff the airplane is stil’ around in the flight test
configuration). The filter does not attenuate this mode, but the frequency and amplitude are such that
the boom mode does not create problems. The boom mode is perceptible in Figures 7.3-2 and 7.3-6, barely
larger than the resolution (look particularly near the end of the time history in Figure 7.3-6 and notice
that the apparent bit noise is fairly coherent at that frequency).

Any data system design process should include careful consideration of presample filter requirements.
We have occasionally seen good data from systems with no presample tiltering other than that from stray
capacitance and the sensors' inherent response characteristics, but do not count on such fortuitous cir-
cumstances. As a general rule, a low-pass filter at 40 percent of the Nyquist frequency 1s reasonable.
For systems with high sample rates, a first-order filter is usually adequate; higher order filters may be
necessary in low-sample-rate systems. You should, however, conside: individual requirements in detatl,
rather than universally applying these rules. We do not cover details of filter and specification design
in this document. See Williams (1981) for such a discussion.

As a user of a data system, you should know what presample filtering is done to the data. rresample
filters are a major and often overlooked source of time lags, which need to be corrected in time tagging
the data (see Section 7.2).

You may have to ask very specific questions to get information about the presample filtering in a
date system (and it may take a while to find the right person to ask in a large project). The people
responsible for the data system might take presample filtering so much for granted that they forget to
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and been told that there were none, only to discover later that the response meant no filters other
than, of course, the presample filter. We nc habitually ask specifically about presampie antialias
filters. If the response 1s a blank stare or the equivalent, you have not yet found the right person
to ask, (If the person responsible for data system design has not heard of antialiasing, you have
serfous problems.g

A systems approach is crucial to the design and descriptior of antialias filters (or filters in
general). Always look at the filter in context, not as an isolated component. For instarnce, the break
frequency of a passive filter depends on the source impedance looding. The quoted break frequencies are
at zero load; the actual break frequency under load can be significantly Tower. The characteristics
under actual loading conditions are what really interest you.

7.4 SAMPLE RATE

The sample rate of the digitized data is an important data system specification. This section dis-
cusses the considerations affecting the choice of sample rates. The discussion is closely related to
that of Section 7.3 on presample filters.

The higher the sample rate, the better the digital data represent the continuous-time signal, The
improvement eventually reaches a point of diminishing returns where it fails to Justify the extra data
processing and analysis time. There is certainly little point in sampling much faster than the sensor
can respond. Data system bandwidth places upper bounds on practically achievable sample rates.

We have observed no benefit from analyzing aircraft stability and control data at more than 25 or 50
samples/sec. However, we often find it prudent to request the digitized data at 100 or 200 samples/sec;
we then digitally filter and thin the data to 25 or 50 samples/sec for analysis. Although it requires
higher bandwidth, more processing time, and extra processing steps, there are several advantages to
obtaining the digitized data at higher sample rates than needed for analysis,

The first advantage is the flexibility of digital filtering. Analog presample filters must be
designed before flight and are difficult to change. If you digitize data at 25 samples/sec, say, the
Nyquist frequency is 12.5 Hz (see Section 7.3). To filter out noise above the Nyquist frequency, you
need a presample low-pass filter with a break frequency near 5 Hz, based on our criterion of 40 percent
of the Nyquist frequency. The filter roll-off must be steep enough to eliminate any strong structural
resonances in the 20 to 30 Hz area, which folds down fato the critical O to 5 Hz area after sampling.
Such a high-order low-frequency filter would introduce significant distortion in the stability and
control data.

If you digitize data at 100 samples/sec, the analog presample filter would have a break frequency
around 20 Hz, which is high enough to avoid stgnificant distortion. Before thinning the data to 25
samples/sec, you can examine the spectrum of the digitized data and design digital no*ch filters for any
troublesome low-frequency structural resonances. With these resonances removed, you can probably get by
with a prethinning low-pass filter with a break frequency around 10 Hz. This combination of a notch and
a low-pass filter introduces less distortion than the stronger low-pass filter otherwise required. In
principle, you could design an analog notch and Tow-pass to achieve the same effect, allowing you to
sample at 25-samples/sec, omitting the intermediate 100-sample/sec data. The difference is that the
analog notch must be designed based on predictions and cannot be changed after the flight.

We could summarize this argument by saying that any information lost or contaminated in analog pre-
filtering and digitization is irretrievable. The only way to fix mistakes is to revise the system and
fly again. Hardware revisions and extra test flights are much more expensive than a little extra data
processing, so 1t is best to digitize at a higher sample rate than you really need, leaving some room for
error. Regard the extra processing time as insurance.

The second advantage of digitizing at 100 or 200 samples/sec is that it lessens the potential prob-
lems with time skews caused by nonsimultaneous sampling. This advantage ts not as important as the fil-
tering issue, because known time skews can be handled by interpolation. With the higher sampling rate,
the skews may be small enough to safely ignore, saving a step in processing and thus partially compen-
sating for the extra filtering step. More important, any errors in evaluating and correcting the skews
will likely have smaller effects at the higher sample rates because the terms are smaller.

The lower 1imits on acceptable sample rates are determined by the necessity to accurately represent
the continuous signals. Sample rates around 10 samples/sec have proven adequate on several aircraft
(Brenner et al., 1978), Mhen using low-sample-rate data, consider several factors. First, the motion
of the aircraft control surfaces can have frequency content well above the atrcraft natural response fre-
quencies. The sample rate must be adequate for the control position measurements as well as the response
measurements. This consideration reduces the differences between sample cates required for large and
small aircraft, The sample rate requirements for stability and control analysis of the space shuttle,
for instance, are dominated by considerations of the reaction control Jets. Although the vehicle natural
frequencies are low during the early part of entry, the reaction control jets can fire in 80 msec bursts.
Sampie rates lower than 25 samples/sec would unacceptably distort the jet signals.

Second, Tow sample rates accentuate the effects of other problems such as time skews, nofse, low
resolution, and modeling error, If you choose the lowest sample rate that works well on simulated data,
we can almost guarantee poor results from flight.

In summary, we usually ack for sample rates of 100 to 200 samples/sec, digitally filter the data, and
thin it to 25 to 50 samples/sec for analysis. You can usually get by with digitization at 25 or 50



samples/sec, provided you are careful about filtering; this approach leaves less room for error.
Sample rates as low as 10 samples/sec have occasionally proven adequate, but we recommend 2gainst
such marginal rates.

7.5 RESO.UTION

Another {ssue raiseq by digittzation 1s the resolution or quantization level ¢f the digitized signal,
The digitized signal is an integer number of counts, The resolution of this signa) is exactly one count,
which corresponds to some number of engineering units that depends on the sensnr calibration.

If the resolution magnitude is much smaller than the noise level of the digitized data, then you con
ignore the issue, Tis {s the case, for tnstance, for the ACIP system on the space shuttle, discussed in
Sections 6.2.2 and 7.2, The ACIP lateral acceleration, in specific, uses a 14-bit digital signal to

cover the + 0,5-g range, The resolution is thus 17214 = 0,00006 9. Structural vibration causes a noise
level of about 0.01 g, so we can safely ignore any resolution problems,

The stairstep appearance of the a and © signals in Figure 7.3-2 1s typtcal of data where the resolu-
tion is coarser than or comparable to the notse level, Note that digital filtering (but not analog
filtering) can disguise this characteristic sppearance, as in Figure 7.3-6.

The discussion of signal-to-noise levels in Section 6.2.2 appiies to the {ssue of establishing accep-
table resolution 1imits. A resolution of sbout 1/10 of the maneuver size ts about the poorest you can
ever accept. In this case, anticipate the immediately obvious potentfal for derivative errors on the
order of 10 percent; actual errors in some derivative estimates might be much larger. Resolution of
1/100 of the maneuver size is fatrly good. Exact criterfa vary from system to system and even signal <o
signal. You can get by with much 1ower resclution in relatively unimportant signals (like bank angle)
than in critical signals (11ke roll rate or aileron position),

We have most commoily used 10-bit PCM systems, 9tving a resolution of 1/1024 of full range. The
small-perturbation stability and contiol maneuvers typically cover only a small part of the full instru-
ment range, So the resolution 1s not 171024 of the mineuver size. The worst resolution is often on Euler
angles, which are scaled over 360°, giving about 1/3° resolution; this can be near our cited minimum of
1/10 of the‘mneuver size. The Euler angles are among the least critical signals, so this low resolution
ts acceptable,

We have sutcessfully used B- and 9-bit PCM Systems on some programs. Such systems require spectfic
tailoring of the data ranges to achieve acceptabla resolution for stability and control data. This
tailoring often involves duplicating several signals on two or more channels with different ranges, as
described in the following.

To provide data on large maneuvers or emergencies, scale a coarse channel for the full flight enve-
lope. You want a full-range data channel in a flight test of a new vehicle, even if you intend to fly in
only a small portion of the range. If a Yoss of control or other unexpected emergensy results in flight
at extreme conditions, you must be able to Study the data thoroughly to find out what happened, how to
prevent it from happening again, and how any emergency recovery procedure worked. Full-range data chan-
nels for such purposes are usudlly considered a mandatory safety requirement. This coarse-resolution
channel may have unacceptable resolution for small-perturbation stability and contro! maneuvers: for
exasple, an Euler angle scaled over 360° in an 8-bit PCM system has a resolution of about 1.4°, not worth
using for most small maneuvers.

A second channel records the same signal, scaled to a smaller range to obtain better resolution.
Choose the range of this high-resolution channel to be slightly larger than the small-perturbation
maneuvers, allowing margin for error. If you scale an 8-bit channel for twice the expected maneuver size
(a healthy margin for error), the resolution is 1/128 of the mzneuver size,

Wallace-0-Leonard sensors use another method of combining data from two channels to get better reso-
Tution than that obtainable from a single channel. These sensors use a mu1titurn potentiometer, each
turn corresponding to a different calibration. A Second coarser charnel determines which calibrations to
use for the fine channel. Section 8.7 presents some data from a Wallace-O-Leonard sensor.

Using one of these channel duplication schemes, you can get good resolution from even an 8-bit PCM
system. Note that range tatloring requires either that you give up the full range data or that you use
extra data channels, We occasionally find channe! duplication necessary even on 10-bit PCM systems for
high-performance aircraft. A Mghly maneuverable fighter is 1ikely to need a range of about -5 to +10 9
on normal acceleration. With a 10-bit system, this gives a resolution of 0,015 g, which is perhaps
acceptable but not as good as we like.

In several recent programs we have used PCM systems ranging from 11 to 16 bits of resolution. Such
high-resolution systems simplify data system design considerably. Yoy seldom need to make design compro-
mises or kludges like duplicating channels to improve resolution. MNote that duplicating a 10-bit channe!
results in the use of 20 bits to effectively achieve rasolution comparable to an 11- o 12-bit channel. A
true 11- or 12-bit system achieves this resolution with much more efficient use of the d-.a bandwidth;
furthermore, it eliminates the analyst's problem of whether to use one of tho duplicate sfgnals or some
combination of them,

We used four maneuvers from a Piper PA-30 afrcraft to study the effects of reduced resolution.
Figure 7.5-1 shows a fit of one of the maneuvers. The data were sampled at 200 samples/sec and thinned
to 50 samples/sec for analysis. These data came from 2 9-hit PN system. Table 7.5-1 gives the resolu-



the MANGUVAr 8128, The worst raenlibdmn 2 sp  O7E TRIVDINLIONS Tn the netgndorhood of 1/50 to
17100 of the maneuver size. The worst resolution is that of 8y at about 1/20 of tha maneuver size, and

the best is that of &, at about 1/200 of the maneuver size. We simulated the effect of reduced reso-

lution data systems by quantizing the data of Figure 7.5-1 at levels of 2, 4, 8, 16, and 32 times poorer
resolution, Figure 7.5-2 shows the data of Figure 7.8-1 with the resolution reduced by a factor of 16,
The 8y signal is obviously worthless. There is recognizablz signal content in o, p, r, and 4, although

the resolution 1s from 1/3 to 1/6 of the mansuver size, worse than our cited minimum acceptadle level of
1/10 of the maneuver size. The resolution on 8y 1s barely within the acceptadle range.

Figure 7.5-3 shows the estimates of three derivatives as a function «f the resolution reduction fac-
tor (to aid visualization, the symbols are slightly offtet from the exact factors of 1, 2, 4, 8, 16, and
32), Errors resulting from the poor resolution are significant at a resolutfon reduction factor of 8
and larger at a factor of 16, corresponding to Figure 7,5-2. The data at a resolution reduction factor

of 32 are completely unacceptable. These results roughly verify our cited minimum resolution level of
1/10 of the maneuver size.

Do not expect results in most cases to be as 900d as those shown in this exasple. This example
represents the most benign situation in several regards. First, the best resolution is on the control
turface, which 13 one of the most resolution-critical signals. Second, the data quality is excellent,
except for the resolution: The noise level is low, the sample rate is high, the sensors are of good

Quality, and the system was carefully calibrated. Third, the maneuver is mild, and the aircraft is quite
Tinear in this flight regime.

TABLE 7.5-1. — PIPER PA-30
DATA RESOLUTION

Signal Resolution
8, deg 0.1
P, deg/sec 0.25%
r, deg/sec 0.15
4, deg 0.75
3y, 9 0.003
&, deg 0.1
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recorder

Fgure 7.1-1, Simplified PCN system,
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Pigure 7.3-1. ACIP FCN system layout.
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8.0 INSTRUMENTATION

In this chapter we examine the instrumentation transducers. We 1ist the signals useful for afr.
craft stability and control amalysis and discuss the uses and relative importance of the signals, The
signals range 1n importance from virtually indispensable to convenient for record keeping. We discuss
the kinds of transducers used for each signal and the general characterisiics of the transducers,

The virtually indispensadle sfgnals are time, control positions, angular rates, and linear accelera-
tions. Although 1t is theoretically possible to obtain estimates without some of these signals, we con-
sider these to be a wintmum practical set of measurements (ay is optional in Some cases). Section 7.2
discusses the measurement of time; problems related to time tagging are quite different from problems
with the other meisurements, which this chapter covers.

Other useful signals discussed in this chapter are flow angles, Euler angles, angular accelerations,
air data, engine parameters, configuration parameters, and fue! and loading date. This 11st 1s roughly
in order of decreasing importance, although there 1s vartation from case to case; you really should have
Measurements of flow angles and Euler angles, whereas configuration and loading data are just for book-
keeping convenience.

8.1 GENERAL TRANSDUCER CHARACTERISTICS

This section discusses some broad classes of transducer characteristics pertinent to almost al}
transducers. Other characteristics may 21so be pertinent to specific transducers.

Transducer range, resotution, accuracy, and dynamic response are basic tssues. The transducer itself
has a rated range and resolution, which is often different from the range and resolution of the digitized
signal. of course, the digitized signal can never improve on the transducer characteristics, but it is
Common for the digitized signal to have a smaller range or poorer resolution than the transducer.

Accuracy is defined in SO many different ways that we seldom find accuracy specifications useful.
In any event, you need more details about the charactertstics of the transducer errors than Just a single
number bounding the amplitude. Regard accuracy specifications as little more than a summary of detailed
data. For many of the signals used in aircraft stability and control analysis, resolution is more impor-
tant than absolute ccuracy; do not confuse the two. It is important only to accurately measure the
change in some signals. For other signals, unbiased values are critical (Marchand, 1974),

Linearity is a desirable characteristic in any transducer. Many transducers are reasonably linear
except at the extremes of their ranges; thus, you can g9et smaller deviations from Tinearity 1f you do not
need the full range. Linearity (although helpful) is not an absolute requirement; it just makes it
easier to calibrate the instrumentation and process the data.

Repeatability, the characteristic of dlways giving the same output for identical inputs at different
times, s a critical transducer specification, Two broad categories of repeatability problems are
environmental dependencies and drift (however, we make no claim that these categories include al)
repeatability problems). The magnitudes of the transducer errors due to problems in either of these
categories depend largely on how much effort you are willing to invest.

Environmental factors, such as temperature, can cause changes in transducer output. Other environ-
mental factors likely to affect transducers include pressure, vibration, acceleration, magnetic fields,
and power supply voltage and frequency; the following discussion of temperature effects applies equally
to these other environmental factors. Of course, if the transducer 1s Supposed to measure temperature,
then temperature effects do not constitute repeatabi lity problems.

You can minimize environmental dependence problems by controlling the environment. It is par-
ticularly common to put sensors and electronics in temperature-controlled enclosures, Vibration effects
can be minimized by an appropriate choice of mounting locations and methods. The best approach to
environmental dependence problems is a combination of envi ronmental control and the use of high-quality
sensors having minimal environmental dependence.

You can lessen repeatability problems due to temperature by measuring, or otherwise deducing, the
local temperature and correcting the data for the temperature effects. For this approach to work at aln,
You need specific, quantitive, verifiable data on the temperature effects, This involves extensive and
costly testing; better quality transducers or temperature-controlled environments are usually cheaper.

We generally recommend against environmental corrections for stability and control purposes because
we have seldom (if ever) seen acceptable data on which to base such cirrections to flight-control-grade
sensors (1nert1¢l-gnde sensors have more consistent chancteristics). These corrections require con-
siderable time and effort, which are Justifiable only 1f they make a definite improvement in the deriva-
tive estimates. Note in this regard that the largest temperature effect is often a bias, which 1s only
of minor importance for much of our data.

There seems to be a common philosophy that the more correction terms you add to the data, the better
results you will get. Our experience is diametrically opposed to this philosophy; we emphasize the vip-
tues of simplicity, Findlay (1981) shows that a M jor effort in making corrections to the space shuttle
data appeared to make the data worse instead of better. This is the almost inevitable result of using
correction terms (Bendix Corp., 1980) for which the uncertainty is larger than the value. These correc-
tion terms, normally necessary for {rartial navigation, were inappropriate for application to these



flight-control-grade sensors. If you cannot convincingly demonstrate that a given correction will
improve the data, then do not make the correction.

We use the term “drift* to label changes not directly related to environmental factors. Mearly
neutral stability in the sensor can cause drift; the directional gyro is a classic case of drift. Long-
term drift can also result from aging of the sensor components.

You can minimize errors from drift by recalibrating the system regularly. Slow drift from sensor
aging over months and years is easy to account for and My even te irrelevant to a short test program,
Sensors that deift significantly during a flight are troublesome. You need a procedure to calibrate them
in flight; you need to include this procedure in the flight planning; and you will 1ikely need to figure
out how to handle data that are not fmmediately preceded by a recalibration. For {nstance, depending on
the stability of the gyros and the duration of the test f1ights, you might need to erect the gyros
several times in a flight, and you should always allow for the possibility of small bias errors.

Crosstalk is the response of a transducer or the data system to signals in addition to the intended
signal. We use the term in a broad sense to include any phenomenon having the same end effect, be the
phenomenon electrical crosstalk, mechanical sensor cross-axis sensitivity, misalignment, or something
else, A simple example of crosstalk is a pitch rate gyro that s slightly misaligned and therefore
responds also to roll and yaw rates. Even a perfectly aligned gyro has some degree of crosstalk inher-
ent in its design. You can correct the data for crosstalk if you know the amount present. Treat such
corrections with the same precautions as the previously mentioned environmental corrections; it is better
not to correct for the crosstalk than to apply the corrections with quast fonable data.

Many important transducer characteristics are not evident in static calibrations. The most basic
dynamic seoclfications are in terms of the transducer frequency response, the Bode plot of the transducer
gain and lag as a function of frequency. The bandwidth required for stability and control data is low
enough that transducer gain characteristics are seldom a problem; the only cases where we recall needing
to account for transducer gain as a function of frequency involved pressure sensors. Transducer lag s
more often important because of the sensitivity of the derivative estimates to small lags. A constant
time lag (linear phase lag) is an adequate approximation tn the frequency response of most transducers in
the frequency ranges pertinent to afrcraft stability and control analysis.

Other transducer characteristics include dead bands, hysteresis loops, "stickiness," and rate limits.
You can seldom do much to correct data for these problems, even 1f you have quantitative information
about them. The main thing to do is to collect appropriate data to ensure that these problems are small
enough not to cause difficulties; otherwise you need better transducers.

Some transducers have characteristic glitches passing through specific signal levels, The solution
to such glitches is usually to smooth tarough them with a spike remover. This can be a laborious process
1f there are many glitches because simple automated spike-detection algorithms are not adequate for the
shapes of some glitches (they can have slow onsets, unlike sptkes),

Finally, any transducer has a certain random noise level. The noise statistics are useful to know,
but we caution against using them as a measure of the noise in the system model. The “noise” in our
system models ic a combination of many things, including modeling error and the transducer errors men-
- oned previously; the actual transducer noise is typically a small portion of the total.

- CONTROL POSITIONS

You must have measurements of any control surfaces or other control devices that move during a
maneuver, The terminology of our discussion emphasizes control surtaces, which constitute the large
majority of control devices, but the principles apply in general. Measurements of contro) surfaces that
remai unchanged during a maneuver are useful, if only to verify that the surface remained fixed, but are
not .. .uired. Some control surfaces may also count as configuration parameters (Section 8.9), which are
useful to record for bookkeeping purposes.

verivative estimates are extremely sensitive to time-tagging errors in the contro! position measure-
ments, so your selection of measurement strategies should strongly consider possible timing errors.

The best cantrol position measurements are direct measurements of the surface hinge angles because
the less well defined the relationship between the measurement and the actual surface position, the more
work you need to do to evaluate the surface position and the mCre error you are likely to have. Actuator
push-rod positions are often reasonable measurements, although not as good as direct surface measure-
ments; the surface position is a nonlinear function of actuator push-rod position, and there is a finite
amount of play in the rod attachment.

Actuator command measurements are one step further removed from the actual surface position and thus
One step poorer. To use such measurements, you must model the actuator response. This response always
has some lag, which should not be ignored.



tontrol stick (or wheel or pedal) position measurements are the worst alternative, usually suitable
only for rough work, Even in the simplest mechanical system, there are dead bands, hysterests loops,
backlash, cable stretch, and nonlinearities in the connection of the control stick to the surface
(Foster, 1977), It is impractical to accurutely mode) all these effects; they just constitute error
sources. For a more complicated airplane, you must simulate a complate control system, including
filters, 1inits, feedback, sampling effects, actustors, flight condition schedules, and other logic, in
order to determine the surface position from the control stick motions. Dfsect control surface position
measurements, or tomething closely approximating direct measurements, are the key to keeping such control
system models out of stability and control derivative estimation. This in turn is one of the simplifica-
tions that keeps our system models tractable. If you need to estimate control system parameters, the
control stick positions zre useful, but we try to avoid this complication, as discussed in Chapter 1.

Control position transducers (CPTs) are simple, reliable, mechanical devices. They have negligible
1ag and few problems cf any kind. Only once have we had strong suspicion of a problem with a control
position transducer, and that suspicion s unverified.

8.3 ANGULAR RATES

The angular rates are the most important response variable measurements. You an conceivably get
reasonable estimates of moment derivatives with only control surface and angular rate medsurements.
Conversely, the loss of even a single angular rate measurement is a sertous probiem that significantly
dimintishes the odas of getting acceptable results. Angular rate measurements (or reconstructions of such
measurements) are mandatory for equation-error estimation methods. Output-srror and filter-error methods
can in principle work without angular rate measurements, but expect Severely degraded results.

Fortunately, rate gyros, the transducers used to measure angular rates, produce excellent-quality
signals for stability and control amalysis. A typtcal instrumentation-quality single-axis rate gyro is
an inexpensive, lightweight, self-contained unit in an approximately 1-in cube. The gyros have good fre-
quency response, nearly linear calibrations, good repeatability, and virtually impercaptible noise level.

Rate gyros are also quite reliable. We have learned to take rate gyro data seriously, even when it
seems anomalous at first glance. Figure 8.3-1 shows a time history, from a scaled F-15 model (Nire
et al., 1976), that we were convinced was conclusive evidence of a rate gyro fajlure. The sharp peaks in
the measured rol) rate signal at 1 and 3.5 sec Took unreasonadle. They imply extremely large rolling
moments with no apparent cause. There is no evidence of such a large event in the other measurements;
the figure shows a reasonable fit with 4 linear aerodynamic model. Armed with this evidence, we
requested an examinatfon of the roll rate gyro. When static calibration tests looked good, we requested
extensive dynamic testing. The dynamic tests also showed excellent gyro behavior.

St111 convinced that something was wrong with the gyro, we tried to gather more evidence by differen-
tiating the Euler angle measurements and using Equation (2.2-14) to get an independently derived roll rate
signal. Although we were unsure whether the Euler angle measurements were good enough for this task, it
was worth trying. To our great embarrassment (considering the effort spent checking our assertion that
something must have been wrong with the rate gyro) this independently derived roll rate clearly verified
the rate gyro measurement. The rate gyro was good. (We later found that powerful vortices were shed
from the forebody at the flight condition of this maneuver. These vortices impinging on the vertical tail
caused sudden large moments far in excess of what would otherwise be considered reasonable magnitudes. )

The only significant problem with rate dyro measurements is alignment. Section 5.2,1 shows the sen-
sitivity of some derivative estimates, particutarly Cngq and Cegpr to errors in the measurement of Iyze

Errors in gyro alignment have closely related effects. Suppose 2 maneuver has a peak roll rate of

50 deg/sec and a peak yaw rate of 5 deg/sec (reasonable values for an aileron pulse on a fighter), and
suppose that the yaw rate gyro is misaligned by 1° in the roll-sensitive direction. The yaw rate gyro
will sense about 2 percent of the roll motion. The misalignment thus causes y&i rate measurement errors
of up to 1 deg/sec or 20 percent of the peak yaw rate; this error level is completely unacceptable,

Some data from the first space shuticle entry were even more sensitive to alignment errors. We
attempted to analyze tiny longitudina) motions (see Section 6.2.2), with peak pitch rates of about
0.1 deg/sec, during bank reversals with yaw and roll rates of about § deg/sec; tn these circumstances,
a 1° misalignment in the pitch rate gyro would generate errors of 100 percent in the sensed pitch rate.
We generally obtaimed results of marginal quality from these maneuvers; misalignment may have been one
of the contributing factors. We tried to estimate the misalignment and obtained some tnconclusive
results suggesting alignment errors as large as 0.5°.

Our standard criterion is to request alignment within about 0.1° (0.2 percent crosstatk), which is
probadly near the practical limit. In-flight airframe deformations make it difficult to define alignment
with greater precision, regardless of the precision of the equipment. Since even 2 perfectly aligned
gyro has some degree of crosstalk inherent in its design, it is useful to include crosstalk tests of the
assembled gyro package in your caiibration procedure.




ATLROUgh the atignment of rate gyros 1s important, their position fn the aircraft 1s not. The
nn?ular rates of a rigid body are independent of the refereme point. The main consideration in
selecting gyro location 13 a good rigid attachment point,

In inertial navigation wnits, reate gyros are routtnely corrected for effects like g-sensitive btias,
dynamic misalignment, g-sensitive drift, anisoelastic drift, and temperature. For stabtlity and control
analysis, we have found these corrections to be inperceptiblie (usually Yess than the resolution); they
are more likely to cause lems through misapplication than to help. Stability and control analysis
requirements are drastically differeat than inertial navigation requirements;: even the best rate gyros we
have used Are almost useless for inertfal navigation,

Strap-down laser gyros show promise of being useful both for inerttal navigation and for stability
and control purposes. As yet we have no fipst-hand experience with laser gyros. Second-hand reports and
specification sheets are encouraging. Laser gyros are quite expensive when compared with flight-control-
grade rate gyros, but not when compared with fnertial system costs.

8.4 LINEAR ACCELERATIONS

We consider 1inear accelorometer data to be mandatory for acceptable stability and control derivative
estimates. You can sometises get by without 8z, provided that you do not need Cp derivative estimates,

but an and a, are crucial. Virtually all the force derivative information 1s in the accelerometer data,
and the ICCQ{CthI' data also help the moment derivative estimates.

Ne loosely refer to linear accelerometers as measuring acceleration, but this is not strictly true;
:::cohrrottrs fgnore the component of acceleration due to gravity. See Section 2.1.6 for further
scusston,

Acceleration 1s a second derivative quantity. Because derivative operations amplify high-frequency
signals, accelerometer measurements intrinsically contatn significant high-frequency structural data.
For rigid-body stability and control smalysis, these structural data const tute unwanted noise. The
solution to the structural noiss problem is in two parts: First, you must select a good attachment point
and method for the accelerometer package. The attachment point should be structurally strong and rigid
and should be in an area of the vehicle where the major structural modes have small amplitudes. The best
locations are usually on major structura) members near the center of gravity; wingtips are probably the
worst locations. (Stability and contro) accelerometer requirements are drastically different from those
of structural dynamics in this and other factors; the odds of meet ing both sets of requirements with the
same accelerometer are negligible, so do not even try). The attachment should be rigid, with no free
play. Do not use shock isolation attachments as a way of minimizing structural notse; this may be a gooa
:du for sume applications, but not for ours. Shock isolation ittachments introduce poorly quantified
ags.

Second, you must filter out the structural noise. Presample filters are virtually mandatory. You
often get the best results by sampling at a relatively high rate (with, of course, a presample filter),
digitally filtering the high-rate data, and then thinning to the sample rate chosen for analysis.
Sections 7.3 and 7.4 discuss these ideas. The shock isolation attachments discussed previously amount
to mechanical filters; digital or analog electronic filters have more precisely measurable charac-
teristics and can be better tuned to your specific requirements. Whatever filtering mathod you use, be
sure to account for the filter lags in your time tagging.

Instrumentation-quality linear accelerometers are small units, about the same size and weight as rate
gyros. They are reliadle, and the sigmal qualfty is generally good for stability and contro) analysis,
provided that you take adequate care in mounting and filter.ng.

Like rate gyros, accelerometers are subject to alignment errors., It is often advisable to mount
the gyros and aceelerometers on a common baseplate so that you can run combined alignment tests on the
assembly and so that you have only a single assembly to align relative to the airplane.

Unlike rate gyros, accelerometers are sensitive to mounting location., The 1deal location is at the

airplane’s center of gravity, but that would be an unreasonable requirement, particularly when the

center-of-gravity location changes during flight. Your primary constderation in selecting mounting loca-
tions should be using rigid attachment points where the mijor structural mode amplitudes are small.
Mounting locations far from the center of gravity are prone to bending problems. Good mounting loca-
tions will often be mear the center of gravity, but this is mot an intrinsic pars of the requirements.
Either you can include the accelerometer position in your measurement model or you can correct the accel-
erometer measurements io the center of gravity. Section 3.5 discusses these alternatives. For either
approach, you need accurate measurements of the pesitions of the accrierometers relative to the center of
gravity, Section 5.2.3 discusses the problems of erroneous accelerometer position data.

The comments in Section 8.3 about the fnadvisability of usting miniscule correction terms are also
applicable to accelerometers., Instrumentation—quality accelerometers have excellent Vinearity; a simple
Tinear calibration, with a bfas and a slope, gives data as accurate as typical data system resolution
allows, Static alignment corrections are reasonable if you have precise data to base them on. Either
correcting or modeling the transducer positions is mandatory. We generally advise against any other




corrections; {f other corrections are significant to stability and control analysis, you probably need
batter quality accelerometers.

8.5 FLOW ANGLES

We highly recommend that you obtain measurements of angle of attack and angle of sides)ip, collec-
tively called flow angles. Flow angles are not on our list of mandatory measurements, and we have
occasionally obtained good results without using flow-angle measurements. Nonctheless, flow-angle
madsurements are of major benafit in obtaining ‘good derivative estimates and should be part of any
serfous stability and control tests. MWithout flow-angle measurements, vou are largely restricted to
smali-perturbat 0N maneuvers from well-stabilized f11ght; your analysis task is also more difficule,

F1 ov:-mglohmasumcnts. or reconstructions of such measurements, are mandatory for equation-error esti-
mation methods.

8.5.1 Uses

Ve describe six different uses for angle-of-attack measurements, citing the uses roughly in order of
importance. Only the first of these uses is relevant to angle of stdeslip; the remainder apply only to
angle of attack.

The first use, and probadbly the most important, 1s as observations. Flow-angle observations greatly
contribute to obtaining good a and B derivative estimates; this should be no surprise. (The surprising
fact {s that they are not mandatory for output-error or filter-error methods.) Accurate estimates of o
and 8 dertvatives indirectly help in the estimation of the other derivatives.

The second use of flow-angle measurements, primarily appl icable to angle of attack, is in the
evaluation of flight condition. Angle of attack is an important f1ight condition parameter. Predic-
tions are commonly expressed as functtons of angle of attack., You need to know the angle of attack to
select the appropriate predictet values both for starting and for comparing with the derivative esti-
mates from flight. Even if no predictions are available, you will want to present your estimates as
functions of angle of attack. Results pr .. .ed without any indication of the flight condition to
which they apply are virtually useless. If you do not have an angle-of-attack measurement or recon-
stiuction, you have two other option:: You can compute angle of attack from other data such as pitch
attitude and fiightpath angle in steady flight, or you can plot data as a function of something related,
such ag Vift coefficient.

The third use of angle-of-attack measurements is in the kinematic term (p sin a - r cos a) in the 8
state equation. This term is relevant whether you have a 8 observation or not. The importance of the a
measurement to this term is a debatable issue. The lateral dynamics are quite sensitive to the value of
a used in the (p sin a) part of this term; this implies that an accurate measurement of a 1s crucial.
Cur experience is that this term s so sensitive that we cannot rely on the a measurement being accurate
enough, Therefore, we normally estimate a bias in the (sin a) term as ane of the unknowns in each
lateral-directiond) case. This means we do not really need a measured a for this purpose.

Estimating this bias is, in fact, one way to estimate a without a direct measurement. Figure 8,5-1
shows est imites of sin a obtained by this means from a 3/8-scale F-15 model (114¢F et al., 1976), The
estimtes are plotted as functions of measured angle of attack over a range of -20° to 55°. The solid
1ine is the curve of perfect agreement. This figure shows that the sin a estimates from the B state
equation are adequate to give a rough approximation of the angle of attack, but there is a scatter band
of several degrees. For this vehicle, the scatter is larger outside the range of -15° to +30°,

If the angle of attack varies significantly during a lateral-directional maneuver, you need a
measured o to track the time variation, although you can aliow a constant unknown hias, as shown in
Equaticn (3.8-13a).

The fourth use of angle-of-attack measurements is in the transformation of the CN and Cp derivatives
into the CL derivatives used in the a state equation. The measurement does not have to be particularly
accurate for this purpose, so rough approximations based on other data can often substitute adequately
for an a measurement. For cruise conditions, zero is often ar adequate approximation for the angle of
attack; this approximation simplifies the equations significantly (see Section 3.7), The transformation
is most {mportant at high angles of attack and low speeds.

The fifth use of angle-of-attack measurements 1s in the gravity term in the a state equation. The
reason you Need an o measurement here is that the term is nonlinea®. For a nonlinear term, you cannot
blithely subtract the initial condition and work only with perturbation quantities. Section 3.7 describes
methods for dealing with nonlinearities. In general, if the maneuver is large, you will need point-by-
point measurements or reconstructions of a. For small maneuvers, you can get by with average values of
angle of attack, perhaps approximated from other data.

The sixth use of angle-of-attack measurements is in the thrust term in the a state equation, The
same comments apply to this nontinear term as to the gravity term.




8.5.2 Vanes

There are several methods for measuring flow angles. No single method {s clearly optimum in all
situations, A1)l the methods have some shortcomings; do not expect flow-angle measuremants to be of the
same high quality as surface position, angular rate, or linear acceleration measurements. It requires
work, both 1n transducer installation and in analysis, to compensate for the inherent measurement
problems and get good flow-angle data.

Most test programs at Ames-Dryden obtain flow-angle measurements from boom-mounted vanes. The boom
1S most commonly attached tc the aircraft nose, but we have occasionally used booms attached to wingtips
or other places. We consider boom-mounted vanes to be generally the best means of measuring flow angles,
provided that you can put an adequate boom on the aircraft without influencing the aerodynamics.

Ideally, the boom should be long enough to position the vanes in the free stream, completely outside
the area of measurable flow patterns around the atrcraft. This ideal is unrealistic. A more practica!
goal is to position the vanes far enough from the aircraft that the flow influence of the alrcraft is
SM11 enough and simple enough in form to correct for. Our empirical rule for nose booms is that boom
length should be 2.5 to 3 times the fuselage diameter.

Boom-mounted vanes are invarfably far from the aircraft center of gravity. Therefore, the obser-
vation terms involving the offset of the sensor from the center of gravity are important. You must know
the vane locations to evaluate these terms. Either JOuU can correct the measured data to the center of
gr:vit{ "ar you can include the position effects in the observation equations; Section 3.5 discusses
this choice,

Flow-angle vanes require considerable calibration to determine the effect of the flow field around
the aircraft. You need to calculate this effect in order to subtract it and leave the desired free-
stream flow angles (or in order to include 1t in the observation equation). The calibration data can
come from theoretical computations, wind-tunnel tests, or fiight tests. The effects get smaller as the
vanes move farther from the atrcraft, but 1t requires unreasonable boom Yengths to make the effects
negligible. For moderate flow angles, a reasonable model of the effects is

ag = Kaor + op (8.5-1)

where ag is the local angle of attack of the flow stream passing by the vane, af the free-stream angle of
attack at the vane location, K, the upwash factor, and ap the bias. Wolowicz (1966) discusses calibra-
tion of flow-angle vanes. Section 3.6.3 discusses some aspects of estimating Ko from flight maneuvers.

We do not go into detail here, but note only that accurate vane calibration can require considerable
flight and analysis time.

Other possible complications of boom-mounted vanes include boom and vane dynamics. Although boom
dynamics are often detectable as in Figure 7.3-9, they seldom constitute serious problems if the boom
1s designed with reasonable strength, The dynamic modes of a well-designed vane are imperceptible in
flight. Static effects such as vane warping (with balsa vanes) or bending (with metal vanes) cause large
problems. Careful handling can prevent bending of metal vanes. Humidity-induced warping of balsa vanes
is more difficult to avoid. Boom bending can be a problem at high load factors. Finally, vanes are sub-
Ject to a variety of mechanical difficulties such as friction and grit in the bearings. Some analysts
apply data corrections for problems such as boom bending. We recommend a cautious, conservative approach
to such corrections; carelessly applied corrections somet imes cause more problems than they solve, par-
ticularly when the original prodblems are negligible,

In spite of these problems, we generally consider boom-mounted vanes to be the best source of
flow-angle measurements. We prefer this source unless boom installation is ruled out. The cost and
Complexity of installing an adequate boom is prohibitive in some test programs. There are also situa-
tions where booms are unacceptable, regardless of cost. For instance, a nose boom can have a large
effect on the aerodynamics, particularly vortex flow at high angles of attack.

Body-mounted vanes avoid the necessity of installing booms to measure flow angles. Such vanes are
typically mounted on both sides of the forward fuselage or nose. Although body-mounted vanes avoid the
problems associated with booms, they introduce a serious problem of their own, The flow patterns near
the aircraft surface, where the body-mounted vanes are located, are extremely complicated. For instance,
nonlinear effects of yaw rate and roll rate are Plausible. Averaging vane measurements on the left and
right sides will not eliminate nonlinear effects. It is essentially impossible to accurately account for
all such effects, so you should anticipate measurements from body-mounted vanes having errors correlated
with the other states, regardless of how much effort you spend on calibrating the vanes. The purpose of
8 boom is to reduce the size and complexity of the flow effects tc 24 manageable level. Body-mounted
vanes can give adequate flow-angle measurements for Some. purposes, particularly in steady flight, where
there are fewer influences to consider. You can use body-mounted vanes in analyzing dynamic stability
and control maneuvers, but recognize that the signal quality will probably be marginal and watch for
potential problems from the corralated errors.




8.5.3 Pressure Ports

Pressure ports are an alternative to vanes for msuﬂng flow angles (Wuest, 1980). The pressure
patterns over the vehicle are strongly affected by Flow angles. T™wus, 1f you know these functions, you
can deduce the flow angles from measurements of the pressure at several locattons. (Three locations is a
ninisum to deduce the flow angle in one axis.) Stemers et al. (1983) and Foster (1980) describe speci-
fics of this technique for measuring flow angles. Me comment here only on some of the general charac-
teristics of the method.

You must know the pressura patterns corresponding to different flow angles in order to deduce the
fiow angles from pressure measurements. This s an mpractical requirement 1f the pressure port loca-
tions are arditrary. You need locations specifically selected to make the Job easier.

The space shuttle provides an example of two typical arrangements. Figure 8.5-2 shows the shuttle
side probes. There are two of these side probes, one on each side. Each probe has three pressure ports,
one eich on the center, top, and bottom of the front of the probe. plus two static pressure ports farther
back. The side probes are retracted during the hypersonic part of the entry, when they would burn off if
extended, They extend at about Mach 3.5, a higher Mach than would be practical for vanes. In other
vehicles, such probes could be boom mounted.

Figure 8.5-3 shows the shuttle entry atr data system (SEADS) ports, planned for installation on
future shuttle flights. The ports {n this system will be built into the nose of the vehicle 1tself,
allowing data gathering throughout the entire entry.

Pressure port measurements of flow angles have two major problems. First is the difficulty of
calibration. No matter how well positioned the ports are, the relationship between flow angles and
pressures 1s complicated. Accurate calibration of pressure port measurements of flow angles requires
extensive work, combining theoretical analysis, wind-tunnel tests, and flight tests.

The second problem is the lag fnherent in pressure sensors. Section 8.7 discusses such pressure
lags. The predominant frequencies of the flow-angle signals in dynamic maneuvers are higher than those
of the air-data signals, so lags in the flow-angle measurements are more critical. The pressure lag
problem is further complicated for flow-angle measurements because each of the several pressure ports
involved can conceivably have a different lag.

It ts possible to overcome the difficulties of pressure measurement of flow angles, but it requires a
Tot of work, often a prohibitive amount. Pressure ports are seldom a viable option on small projects;
even on 1arge projects, you will mostly consider pressure ports when they are already installed for other
purposes or when the use of vanes is precluded.

8.5.4 Other Sources

Another source of flow-angle information is inertial integration. By this term we mean any process
of estimating the aircraft velocity vector by integrating accelerometer measurements. This could involve
a specialized inertial navigation unit; at the other extreme, it could be merely integrating linearized
equations of motion using the stability and control accelerometers and gyros as inputs.

Inertial integration using the stabflity and control instrumentation does not add new information.
It s really a reconstruction rather than an indapendent measurement. It is reasonable to treat flow
angles from inertial navigation units as independent measurements because the inertial navigation unit
uses sensors different from the stability and control sensors; furthermore, the sensors have dramatically
different characteristics.

There are three problems with using inertial integration to obtain flow-angle time histories for
stability and control analysis. The first problem is drift in the open-100p integration of the neu-
trally stable equations. The drift in integrating typical instrumentation-quality accelerometer measure-
ment$S cin be large, even during a single maneuver, unless you use special tricks to reduce the drift
(11ke adjusting biases to match reasonable end conditions). The drift in any inertial navigation unit
used for more than spare parts will be too small to measure during a single maneuver,

The second problem is one of response to dynamic maneuvers. Inertial navigation units are not
designed to track the relatively high-frequency motion of a dynamic maneuver; the navigation problem con-
centrates 1n 3 much lower frequency range. Inertial navigatfon data tend to be heavily low-pass
filtered, in some cases by the intrinsic characteristics of the transducer. Thus, although the steady-
state data before and after a maneuver are extremely accurate, the inertial navigation unit may be of
little value in tracking the dynamic response of a stability and control maneuver. It is possible to
modify some inertial navigation units te obtain higher-frequency data, alleviating this problem. The
problem does not apply to inertial integration using the stability and control sensors. Strap-down iner-
tial systems typically have better dynamic response than do gimbaled inertial systems.

The third problem is intrinsic to all inerttal integration methods: In the pure form, these methods
ignore the effects of winds. Figure 8.5-4 shows sideslip angle from the space shuttle inertial mviga-



tion unit during the second entry. The large motions near the end of the entry are errors from
neglecting winds; the true sideslip angle remained near zero.

There are severa) methods of sccounting for winds in inertial navigation, but none really solve the
problem, You can subtract known winds measured by balloons or other techniques, but such measurements
can give only large-scale genera! patterns. MNo externs! sensor can accurately measure the winds encoun-
tered by the aircraft, particularly the small-scale phenumena.

Pressure ports, vanes, or other flow-angle and atr-data measurements can be used to deduce winds by
comparing the tnertial integration flow angles and velocities with the measured flow angles and afr dats.
This is & reasonable way to incorporate wind data tnto an inertial navigation system; the space shuttle
system uses such an idea to adjust inertial velocity and angle of attack (but not angle of sideslip)
after the side probes extend. This does not much help our quest for a means of tnertially measuring flow
angles, however; the inertial system here uses flow-angle measurements, it does not create them.

The final method of measuring flow angles is to deduce the flow angle required to get the measured
accelerations. This method assumes knowledge of the force coefficient functions. After you have
verified the force coefficient functions in flight test, this may be an exce}lent method of estimating
flow angles on production vehicles, where you mey want to remove the boom used in testing. For flight
test use, where you are trying to determine force coefficients, 1t 1s circular to use flow-angle measure-
ments based on knowledge of the force coefficients. You use Such self-perpetrated data only at the
severe risk of obtaining misleading results.

8.6 EULER ANGLES

Ne highly recommend that you obtain measurements of the Euler angles 6 and ¢ unless your test program
is completely restricted to small-perturbation maneuvers from Steady wings-level flight. The Euler angle
¥, on the other hand, is of little value in estimating stability and control derivatives.

The most important use of Euler angle measurements is in the gravity term in the a and 8 state
equations. The Euler angle ¥ does not enter into these terms, which is why measurement of ¥ is less
important than measurement of © and ¢. For smll-perturbation maneuvers from wings-level flight, you can
get by with small-angle approximations that do not require Euler angle measurements. For any other con-
ditions, you will need measurements of 6 and ¢ to get adequate results.

This 1s one place where equation-error methods can get by with less data than output-error methods.
Since equation-error methods do not involve integration of the state equations, they do not directly
need the Euler angles in this role. (They might, however, use Euler angles for data reconstruction
and checking.)

Euler angles are also used as observations. Their value in this role is minimal, They add little
to the angular rate data, which are generally of much higher quality. This role applies to all three
Euler angles, but ¥ adds so Yittle information that we seldom bother to use it, even if measurements
are available.

Euler angles are usually measured by platform attitude gyros. Relative to other stability and
control instrumentation, attitude gyros are bulky and use considerable power. They are also less
reliable than accelerometers and rate gyros. The biggest problem with attitude gyros is drift, The
gyros will typically drift stgnificantly during flight. This means that the gyros must regularly be
reset (often referred to as erecting the gyros). It also means that smal) bias errors, varying from
maneuver to maneuver, are to be expected, Neither of these effects are disabling, but you should be
aware of them so that you do not expect more from the attitude gyros than is realistic.

You should also be aware of the gyro erection procedure on your airplane and the possible effects of
this procedure. Some aircraft have erection circutits that amount to high-pass filters. This means that
the Euler angle data might be distorted in long, stow maneuvers if the erect circuit is active and the
break frequency fs high enough. You should know at least enough about the gyro crection in your airplane
to determine whether this is a potential problem.

Another potential problem with most attitude gyros is gimbal lock. This is seldom a problem for sta-
bility and control maneuvers. Gimba) lock usually occurs only when the aircraft nose is pointed nearly
straight up or down. These are rare (though not completely unheard of) conditions for stability and
control maneuvers. We have encountered gimbal lock during tests of fighter airplanes.

The resolution of Euler angle measuraments is often poor. This is not because of any limitations of
the attitude gyros, but because of the large signal range and the small fraction of this range used in
typical maneuvers. Section 7.5 gives some examples of Euler angle measurement resolutions. The poor
resolution of the Euler angles is seldom a serious problem, None of the uses of the Euler angles require
high resolution; the Euler angles are among the least resolution-critical signals. For instance,
although we prefer better, we can usually accept Euler angles with the 1.4° resolution tmplied by scaling
an 8-bit PCM channel over a full 360° range.




Strap-down inertial systems can obtain Euler angle data without using gimbaled platform gyros.
Al%hough we have had no experience in using strap-down inertial systems, they should be superior to gim-
baled gyros.

8.7 AIR DATA

The term “air data“ refers to the properties of the air in the vicinity of the airplane and the rela-
tive motion of the atrplane and the air. The air-data parameters of most interest to us are angles of
attack and sideslip, air-relative velocity, dynamic pressure, and Mach number. Related parameters such
as Reynolds number are sometimes pertinent. The measurement of the flow angles presents somewhat dif-
ferent issues than the other afr-data parameters; flow-angle measurement is separately discussed in
Section 8.5.

The air-relative velocity, dynamic pressure, and Mach number are closely related by the equation
q- % oV2 = 0,7PgM2 (8.7-1)

This section concentrates on these three parameters.

Dynamic pressure and velocity are used in the nondimensionalization of the stability and control
derivatives. Therefore some form of dynamic pressure and velocity data is mandatory for most applica-
tions. Section 5.2.2 discusses the importance of nondimensionalization. Errors in dynamic pressure and
velocity measurement cause proportional errors in the nondimensional derivative estimates. If your
application requires only dimensional derivative estimates and 1f the dynamic pressure and velocity are
constant during each maneuver, then you can dispense with dynamic pressure and velocity measurements, but
this situation is rare.

The dynamic pressure measurement 1s particularly critical for normal force derivatives. This arises
from the relatively large normal force in level cruise flight (equal to the airplane weight). Suppose

‘that dynamic pressure changed by 10 percent during a maneuver where the normal acceleration varied

between 0,9 and 1.1 g. The dynamic pressure change would directly cause a 0.1-g change in the normal
acceleration. Therefore, if dynamic pressure measurements were unavailable, you would have modeling
errors on the order of 50 percent of the perturbation in the normal force. Dynamic pressure effects
on normal acceleration are amplified because the dynamic pressure effects are proportional te the total
normal force, which is much larger than the perturbation.

Figure 8.7-1 shows a typical example of the problems that arise from neglecting the changes of dy-
namic pressure during a maneuver. Although dynamic pressure measurements were available, this analysis
used only the constant average value (use of a constant value often divides computer time by a factor of
2 or 3). Note the fit error in the low-frequency range in normal acceleration and the correlation of
this error with dynamic pressure.

A secondary use for velocity measurements is in the gravity term of the a and B state equations.
Precise measured values are of less importance in these terms. On occasion we have even estimated these
terms as unknowns, usually as a diagnostic tool to check the velocity measurement.

Mach number measurements are necessary to define the flight conditions of transonic and supersonic
airplanes. The Mach number is needed for looking up starting values and for comparing with other esti-
mates. Constant Mach number is a requirement for usable transonic data; a Mach number measurement is
needed to evaluate how well each maneuver adheres to this model. The Mach number is not used in the
estimation process itself,

The air-data parameters are usually derived from three basic measurements: static pressure, total
nressure, and temperature. A direct measurement of differential pressure (total minus static) often
substitutes for the total pressure measurement. Gracey (1980) and Wuest (1980) give comprehensive treat-
ments of these air-data measuremants.

The total pressure (or differential pressure) measurement is the most important; you should make
every ef’ort to record a total or differential pressure measurement on a data tape in order to aliow
modeling of the effects of dynamic pressure changes during a maneuver. The pilot's airspeed gauge really
measures differential pressure, so tap notes of indicated airspeed are a potential alternative form of
these data. Although we have used such lap notes on occasion, we recommend them only as a last resort.
The use of lap note airspeed data forces you to assume constant dynamic pressure during a maneuver and
provides no good way to check the validity of the assumption. The maneuver requirements are therefore
considerably more stringent. Lap notes are also less accurate and mure susceptible to error than auto-
matic data systems.

There are several acceotable alternatives for stattc pressure and temperature data. The preferred
approach is to record static pressure and air temperature probe measurements on the data tape. Static
pressure and temperature are essentially constant during most (but not ai1) reasonable stabtlity and
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control maneuvers. Therefore, lap note recording of pressure altitude and outside air temperature
gauges is often acceptable. For stability and control analysis, you can probably even get by with
approximations, like using ground-level temperature minus a standard lapse rate to extrapolate to
temperature at altitude.

Calibration of air-data sensors {s too broad a subject to reasonably cover here. This calibration
can be a major consideration in a flight test program. Gracey (1980), Herrington et al. (1966), and
Wolowicz (1966) discuss air-data sensor calibration in more detail.

Pressure lags in air-data sensors are oftep large. Lags are commonly on the order of several tenth:
of a second, and are sometimes longer than a second. For most stability and control maneuvers, the air-
data lags present no problems, because the air-data parameters are nearly constant during the maneuvers.
Pressure lags are important, however, in analyzing maneuvers such as that shown in Figure 6.2-2 involvir
large, rapid changes in static and dynamic pressure.

Figure 8.7-2 shows data from a step response test of the air-data sensors of the airplane that flew
the maneuver shown in Figure 6.2-2. The test began with 50 1b/ft2 of suction applied to the static port

The total pressure port was at ambient conditions in the hangar, giving a 50-1b/ft2 differential pressur
We then suddenly removed the suction from the static port and recorded the instrument response to this
step change in pressure. The static pressure response is plain, showing an approximately exponential
rise from the reduced pressure to ambient conditions. The time constant of this rise is about 0.4 sec.
The digital resolution is apparent in the stairstep appearance.

The response of the differential pressure sensor requires a 1ittle more explanation. The differen-
tial pressure transducer has a multiturn potentiometer; any particular digital counts value can cor-
respond to several different engineering units values, depending on which turn the potentiometer is on
(you determine the correct turn by examining a coarse measurement). The data in Figure 8.7-2 are in raw

uncalibrated counts. The 50-1b/ft2 pressure change crosses several complete furns, which is the cause ¢
the sawtooth appearance. The sudden jumps at about 0.5, 1.0, and 1.8 sec are the turn changes. The

engineering units decrease monotonically from 50 to 0 1b/ft2,

Discounting the turn jumps, the response appears to consist of two segments of constant slope,
changing from the higher slope to its lower slope at about 1.2 sec. The constant slope before 1.2 sec
is from the sensor rate limit. The apparent constant slope after 1.2 sec is an artifact of the highly
nonlinear sensor calibration; the engineering units here have a more nearly exponential shape, as we
should expect. Finally, the sensor reaches the luser calibration 1imit of the Towest turn at 1.8 sec
and then stays limited there. .

Gracey (1980) and Herrington et al. (1966) give data on pressure lags. It is important to note that
pressure lags are strongly affected by density; the lags are much larger at altitude than at ground leve
up to four times larger for reasonable cruise altitudes. Therefore, be sure to ask what altitude the da
apply to when you look at pressure lag figures. A system with acceptably small lags in the hangar may b
unusable for the maneuvers you plan at cruise altitudes.

Inertial navigation systems or radar tracking are possible alternative sources of velocity measure-
ments; assuming some source of density and static pressure data, Equation (8.7-1) gives dynamic pressure
and Mach number. Wind effects are a majcr obstacle to these methods. If you know the winds, you can
easily account for them, but accurate wind data are difficult to obtain. Accurate static pressure and
density data are also a problem at extreme altitudes.

8.8 ANGULAR ACCELERATIONS

Angular acceleration measurements are useful but are not required. The primary use of angular accel
erometer measurements is as an observation. You can also use angular accelerometer measurements to
correct linear accelerometers to the center of gravity 1f you choose that approach to dealing with
instrument position (see Section 3.5),

In our experience, the quality of angular accelerometers usually varfes from marginal to unusable fo
stability and control analysis. We have seen a few good angular accelerometers, but they are more the
exception than the rule. Many angular accelerometers are extremely noisy, to the extent that the
response to a stability and control maneuver is lost in the noise. Figure 5.2-4 shows such data from th
space shuttle. The noise sensitivity is the worst in buffet and turbulence. Those angular accelerome-
ters that have reasonably low noise levels often have large lags and severe distortion at frequencies of
interest for stability and control analysis.

It 1s fairly common practice, when angular accelerometer data are unavailable or of poor quality, to
substitute differentiated angular rates, smoothed as necessary to alleviate noise problems in the dif-
ferentiation. The merits of this practice depend on the intended use of the data. Regression methods
require angular acceleration data, justifying the differentiation of the angular rates if that is the
best (or only) source of such data. Differentiated angular rates are acceptable for use in correcting
1inear accelerometers to the center of gravity, provided that the differentiated signal has a low noise
level. iHowever, modeling of linear accelerometer positions in the observation equation is less suscep-
tible to noise and is thus generally preferable to correcting the data using differentiated signals.
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filter-error methods. Such use seldom causes problems (unless the differentiated data are excessively
noisy or are distorted by poorly chosen filtering) but seldop helps. The main effect is to spend extra
effort and computer time without measurably changing the resulting derivative estimates. This waste
arises from a mistaken impression that Just because output-error methods can use angular acceleration
observations, such observations are required. Angular acceleration data are required for regression
methods but not for output-error methods. We have done more stability and contro} analysis without
angular acceleration data than with them.

In output-error methods, angular rates and angular accelerations are largely mutually redundant, If
you have truly independent angular rate and angular acceleration data, they are not reduncant and you
have more information than from either signal alone. If the angular acceleration signal i. derived by
differentiating the angular rate signal, it adds no new information; it only repeats the sime information
in a different form.

This change in form can be useful. The differentiated signal emphasizes the high-frequency content
of the data, possibly limited by any filtering done with the differentiation. Whether this emphasis is
helpful or detrimental depends on specific circumstances. In many cases, the useful data are all at
relatively low frequencies, and the high-frequency content is 1ittle more than noise. In other cir-
cumstances, the high-frequency.part of the data gives good control derivative information. This occurs
when there are sharp control inputs and the random noise level and quantization level of the rate gyros
are low. If, in addition, the Tow-frequency response is distorted by drift and small modeling errors
(large modeling errors would make the analysis unacceptable), then the high-frequency part of the data
can contain the best control derivative information. In such situations, the emphasis change caused by
using differentiated rate gyro signals improves the results.

In summary, the use of differentiated rate gyro measurements is sometimes justifiable, but we rec-
ommend against indiscriminant use without specific benefits in mind. If you have no useful angular
accelerometer measurements and no specific reasons for using differentiated rate gyro measurements,
then simply remove the angular accelerations from the observation vector. Avoid differentiating angular
rates just because they are there.

8.9 ENGINE PARAMETERS

Engine thrust and engine speed measurements are useful in some applications, but they can be ignored
in most stability and control work.

The primary need for engine thrust data is in determining drag coefficients. Without some means of
subtracting the thrust component, you can only estimate the sum of the thrust and drag forces. The
thrust also appears in the a state equation, but that term is usually of minor importance. The impor-
tance of obtaining thrust measurements is directly related to the importance of the thrust to the vehicle
staoility and control. Thrust data are critical, for instance, for vectored-thrust configurations.

Inclusion of engine gyroscopic effects requires measurement of engine speed. Such effects are often
small enough to ignore in small-perturbation stability and control maneuvers; they are most Tikely to be
important in small high-powered airplanes. Large gyrostopic effects cause coupling between the longitu-
dinal and lateral-directional motions, which is detrimental to the handling qualities.

Methods for measuring engine thrust are outside the scope of this document. Signals required to
compute engine thrust are likely to include pressures and temperatures at varfous places in the pro-
pulsion system, rotational speeds, fuel flows, and engine control settings. Calibration of engine
thrust measurement is a major portion of a flight test program.

8.10 CONFIGURATION PARAMETERS

The vehicle configuration parameters are the positions of all flaps, canards, landing gear, wings
{sweep or skew), engine controls, external stores, and other items that affect the aerodynamic or control
characteristics of the vehicle and are constant during a maneuver. Changeable control system charac-
teristics, such as control system modes and gains, are also part of the configuration data.

It is important to know the configuration to which the flight data apply. For small, simple pro-
grams, lap notes or other manual records are adequate for configuration data. For large programs with
many configurations and maneuvers, digital recording of configuration variables is advisable to lessen
the chances of confusion and error. Digitally recording conTiguration data also aids automated handling
of large quantities of data.

Such digital recording can be a great convenience, but it is not a requirement. Hand recording
is adequate for parameters that remain constant during a maneuver. Any parameter that changes valye
during a maneuver is more properly classified as a control than as a configuration parameter. There is
obviously some overlap in these classifications. Flap position can be a configuration parameter for some
maneuvers and a control in others. We can even have, for instance, the average elevator position during
a maneuver as a configuration parameter, with perturbation in elevator position as a control in the same
maneuver. In such cases of overlap, the requirements for measuring control positions apply.
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S.11 LOADING DATA

The loading data are those measurements needed to define the mass characteristics of the vehicle
during each f1ight maneuver. These data include fuel weights in various tanks (or fuel flow rates, from
which you deduce remaining fuel weights by integration) and payload weights and positions. Geometric
configuration parameters are also necessary to define the mass distribution. Section 5.2 discusses the
importance of knowing the vehicle mass characteristics.

Digital recording of Yoading data is a great convenience to automated data handling but s seldom a
requirement, Hand-recorded data are adequate n most cases. Mtomated recording of fuel flow §s
necessary 1f your method of measuring fuel weights involves integrating fuel flows.
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9.0 EVALUATION OF RESULTS

This chapter treats the evaluation of the results of the parameter estimation process. There {s some
discussion of evaluation throughout this document because of the closed-100p nature of the analysis pro-
cess, Evaluating the results is an integral :art of the analysis process, not something that waits until
the analysis is done. You must investigate the reasons for poor or questionable results and endeavor to
acquire new data or reanalyze the existing data to improve the results.

Maine and 114Ff (1984, chapter 11) discusses many of the general principles of evaluating parameter
estimation results. The evaluation tools presented include the Cramér-Rao bound, bias, scatter, and
engineering judgment. We do not repeat those general discussions here.

In this chapter we address specific issues of computing the Cramér-Rao bound, which is the primary
analytical tool for evaluating the accuracy of the estimates. We use the Cramfr-Rao bound in other chap-
ters, but this chapter considers the practical aspects of 1ts computation in detail, This chapter also
shows several examples of evaluating data using the Cramér-Rao bound in conjunction with other tools.
Finally, we briefly discuss the importance of considering modeling issues in evaluation.

9.1 COMPUTATION OF THE CRAMER-RAC BOUND

The Cramér-Rao bound is one of the primary analytical tools for evaluating parameter identification
results; it gives an approximation to the vartance of the estimates. Maine and Il§ff (1984, chapter 11)
shows the derivation of the Cramér-Rao bound.

Because of the numerous qualifications involving modeling error and noise statistics, it is necessary
to validate the theoretical properties of the computed Cramér-Rao bounds before much confidence can be
placed in them. Comparing the Cramér-Rao bounds and the sample standard deviations obtained from the
data scatter gives a good indication of the adequacy of the assumptions made in the theoretical develop-
ment. It has long been known that such comparison shows significant discrepancies in actual f1i ght data,
This section examines these discrepancies and explains their cause. We also suggest and evaluate an
approximate correction for these effects.

9.1.1 Discrepancy in the Cramér-Rao Bound

We choose data from a Piper PA-30 aircraft (Figure 9,1-1) to evaluate the Cramér-Rao bounds,
Eighteen maneuvers were obtained from this vehicle. Each maneuver consisted of an aileron input
initiated from steady flight. The derivatives were estimated by the MMLE3 program using an output-
error maximum 1ikeltihood method. Figure 9.1-2 shows a typical time history match.

Figure 9.1-3 presents the estimates of Cng and Coy and the Cramér-Rao bounds obtained from these

maneuvers. The vertical scales in these plots are exaggerated in order to show the scatter, and the o
scale is exaggerated in order to separate the maneuvers. No significant differences in the derivatives
are expected over this small angle-of-attack range; you can regard the 18 maneuvers as being at essen-
tially the same flight condition. The Cramér-Rao bounds on this plot are so small that they are dif-
ficult to see; they are roughly the same size as the symbols. The data scatter is much larger than
indicated by the Cramér-Rao bounds. Quantitatively, the sample standard deviation is about nine times
the average Cramér-Rao bound.

This discrepancy between the data scatter and the Cramér-Rao bound has long been known. It has
become a common practice to multiply the Cramér-Rao bounds by 21 empirically derived “fudge factor® of 5
to 10 (INiff and Maine, 1975). The resulting values have proven useful for evaluating the accuracy of
estimates, but the necessity of the unexplained fudge factor has detracted from the confidence. Because
of this problem with the Cram&r-Rao bounds, several reports have used the estimated correlations as pri-
mary indicators of accuracy (Wells and Ramachandran, 1976; Suit, 1972) in spite of the previously men-
tioned problems with the correlations. The estimated correlations are based on the same theoretical
foundation as the Cramér-Rao bounds and thus should be equally suspect if errors are known to exist.
Other reports have ignored the fudge factor and quoted overly optimistic values of the accuracy (Williams
and Suit, 1974); discrepancies larger than the quoted accuracy were then attributed to various effects
without sufficient data points to establish whether the observed differences were significant or lay
within the scatter band.

The evaluation of accuracy measures on actual flight data is complicated by the impossibility of
establishing true values for comparison and by the inevitable presence of unmodeled effects. Although
tests on actual flight data are necessary for final validation, simulated data provides & more controlled
environment, which may aid preliminary work. We therefore repeated the preceding experiment with simyu-
lated data.

To mimic the flight data experiment as closely as feasable, we used the control inputs measured
from the flight data to create the simulated data. We created 18 simulated maneuvers using the same
flight conditions as those of the 18 actual maneuvers. The same model was used for the simulation
as for the estimation. The same true values of the nondimensional derfvatives were used for all 18
maneuvers. We used a pseudorandom noise generator to add simulated white Gaussian measurement nofse to
the responses. The measurement noise power for each signal was proportional to the average residual
power observed on the flight data for that signal. We adjusted the proportionality constant to obtain
the same magnitude of scatter in the estimates from the simulated deta as was observed in the estimates



from the f1ight data. The derivatives and Cramér-Rao bounds were estimated from these simulated data
using the same program as for the flight data. Figure 9.1.4 shows a typical time history match.

The estimates of Cng and c.‘ from the simulated data are shown in Figure 9.1-5 plotted to the same
scale as tn Figure 9.1-4. The true values are Cny = 0,001 and Cag * -0.0007,

The scatter on this plot 1s about the same as for the flight data because the simulated notse power
was adjusted to achieve this scatter. The Cramér-Rao bounds differ drastically on the flight and simu-
lTated data. The Cramlr-Rac bounds on the simulated data are about 10 times those of the fight data and
agree well with the observed scatter. For the 11 derivatives estimated (not including blas terms), the
ratios of the sample standard deviations to the Cramér-Rao bounds range from 0.68 to 1.32. This is
excellent agresment for a sample of only 18 maneuvars.

The Cramér-Rao bound thus agrees well with the scatter on simulated data, but disagrees drastically
on flight data. Sections 9.1.2 and 9.1.3 examine the reasons for this discrepancy.

9.1.2 Previous Attempts at Explanation

Researchers have advanced several ideas attempting to resolve the discrepancy in the Cramér-Rac
bound. Few of these ideas have been discussed extensively in the l{terature because of their speculative
nature. Mafne and 1N{ff (1981a) examined these proposals and showed that none of them provided a satis-
factory explanation for discrepancies of the magnitude observed in practice.

The excellent performance of the Cramér-Rao bound on simulated data refutes many conceivable explana-
tions of the discrepancy: One is the possibility of an error in the formulation or computer programming;
such an error would have shown up 1n the simulated as well as the f1ight results, since the same computer
program was used. A second refuled explanation is the fact that the Cramér-Rao bound is only a lcwer
bound. The maximum 1ikelih .d estimator s proven to be asymptotically efficient, that is, the Cramér-
Rao inequal ity approaches an equality as time approaches infinity. For finite time, the equality does
not hold. However, iatuition, which can be backed up by anidlysts in this case, suggests that a few
periods of the natural frequency should be enough that the asymptotic result is closely approached. The
fact that the scatter of the simulated data agrees so well with the Cramér-Rao bound verifies that the
time was long enough to make the equality a very good approximation.

These attempts to explain the discrepancy between the Cramér-Rao bounds and the scatter implicitly
assume that the scatter s a reasonable measure of the accuracy. For the simulated data, where the true
values are known to be constant, the scatter almost defines the accuracy for an unbiased estimator. For
the flight data, other possibilities must be considered. Recall that the simulated data noise level was
chosen to make the scatter match that of the flight data, and the resulting Cramér-Rao bounds of the
simulated data were larger than those of the flight data. As is evident by comparing Figures 9.1-2 and
9.1-4, the noise power in this simulated data is much larger than that of the flight data residuals. The
difference in the Cramér-Rao bounds arises directly from the difference in the noise power. If the simu-
Tated data noise power were lowered to the same level as that of the flight data residuals, t' > simulated
and flight Cramér-Rao bounds would be the same. Of course, the scatter of the simulated da. would be
much less than that of the flight data.

This suggests the possibility that instead of the Cramér-Rao bounds being too small, the scatter is
too large in the flight data to properly represent the accuracy. It might be true, for instance, that
the individual estimates -~e as sccurate as indicated by the Cramér-Rao bounds and that the scatter
reflects actual change: the coefficients. In principle, this would explain the discrepancy. How-
ever, there 1s no ph,:.c.¢ reason to suspect such large variations in the aerodynamic derivatives at
essentially the same flight condition. Furthermore, no ascertainable pattern can be detected in the
scatter that relates to any flight condition parameter. Although only a single example 1s shown here,
the same discrepancy 1s noted on every class of vehicle tested, including small general aviation air-
craft 1ike the PA-30 shown here, airliners (Tanner and Montgomery, 1979), military fighters (111ff et
at., 1978; Foster, 1977), large supersonic aircraft (Powers, 197%. and unconventional vehicles
(Sim, 1976; Maine, 1978). e universality of the discrepancy argues strongly against the possibility of
apparently random changes in the actual derivatives.

A related possibility is that the scatter in the estimates results from unmodeled errors that would
not be reflected in the Cramér-Rao bounds. An obvious example of such a problem would be an error in the
measurement of the flight conditfon. For instance, if the dynamic pressure measurement were inaccurate,
the Cramér-Rac bound and the estt - of the dimensional derivatives would not be affected. The non-
dimensional derivativec, - 3yer - . | have larger errors than otherwise predicted. The occurrence of
the same discrepancy '~ deta fr-- aany differeat aircraft and data systeas argues strongly agatnst this
as a cause. We belleve that mosc of the data systems used are accurate enough to eliminate problems of
errors in the flight condition, ’

None of these possibilities has proven to be a satisfactory explanation of the discrepancy observed
in the flight data. For several yesr-, the necessity for the fudge factor on flight data was left essen-
tially without explanation. It was © d that modeling errors existed that invalidated the Cramér-Rao
bound., Such modeling errors, of cc . were not present in the simulated deta. Although this argument
is virtually irrefutable, 1t does . ..:2 to explain the problem. The subject of what types of modeling
errors might exist that would have such effects was not addressed. This argument, amounting to a dis-
missal of the problem, does not give any basis for confidence in the use of the fud?c factor. Although
some authors found the values to be of empirical use when the fudge factor was applied, others rejected
the Cramér-Rao bound as 1nvalid.



nis sitvation has more far-reaching fmplications than the invalidation of the Cramér-Rao bound for
use with flight data. The theorstical derivation of the Cramér-Rao bownd rests on the Vikelthood func-
tional. If this theory 1s found inadequate, the theoretical Justification for the use of maximum Tikeli-
hood estimators must also be questioned since the estimator is based on the same 1ikelihood functional.
Thus, an invalidation of the Cramér-Rac bound might 1mply an tnvalidation of the estimates, leaving us
with nothing theorstically worthwhile. )

9.1.3 Explanation of the Discrepancy

111 and Natine (1977) advanced the first satisfactory enplanation of the discrepancy in the
Cr:n&r-lao‘bound. The discrepancy was traced to the theoretical assumptions about {ndependence of the
notse samples.

The long perfod of time that elapsed before this explanation was advanced points out the necessity
for researchers who are well grounded in both theory and practice, because the problem lay essentially in
3 lack of communication between the theoreticians and the practitioners. The theory is most naturally
developed assuming independence of the nolse samples, and it had been passed to the practitioners in this
form. Experienced practitioners were well aware that restdual Spectra are seldom even close to white,
but they accepted the assumptic s as being necessary to the theory. In fact, the theory can easily give
much information about the effects of colored noise. The theoreticians were unaware that the results
were needed, and the practitioners were unaware that helpful theory was avatlable,

The exact discrete-time theory of estimation in the presence of colored noise is trivial when the
spectral shape of the noise 1S known. The application 1s also easy in the frequency domain, but con-
siderations such as nonlinearities and time variation severely limit the application of frequancy domatn
estimation. The time domain application of the exact theory of estimation with colored notse is overly
cumbersome. The effort is not Justified by the small benefits expected. Furthermore, the roise spectral
characteristics are seldom precisely known, and incorrect specificatfon could actually make the estimates
worse. Estimating spectral characteristics s possible in principle, but adds further unacceptable com-
putational complications. The theory of estimation with colored noise has therefore been largely rele-
gated to texthbook examples.

Adandoning the exact approach, we recognize that approximating the effects of colored noise can
still provide more useful results than ignoring the issue. For a first approximation, assume that the
noise 1s band-11mited white with band limit B. Rather than derive a miximum 11ke)thood estimator for
this system, we analyze the performance of the white-notse-based estimator when the actual noise is
colored as descridbed. The results of this analysis agree well with intuitive expectations. As long
as the noise bandwidth 1s much larger than the system bandwidth, there 1s negligible effect on the esti-
mates. Stated loosely, the estimation errors are caused by the noise near the natural system frequen-
cies; the estimator wil) always mistake some percentage of this noise for actual system response and
Some percentage of the actual system response for noise. Noise far above the System bandwidth ts readtly
identified as noise rather than as system response. A good estimator should be 1ttie influenced by such
high-frequency noise.

This result 1s easy to generalize. It is obvious that the exact shape of the noise rolli-off was of
Tittle consequence in the preceding analysis. We could repeat the analysis with different types of roll-
off characteristics and would obtain the Sdwe results. In short, the high-frequency characteristics of
the noise do not materially affect the estimates.

This conclusion is a welcome validation of the practice of using the maximum 1ikelihood estimator
based on independent noise samples even though the actua! residuals are known to be significantly corre-
lated. The quantitative interpretation of “high" frequency 1is somewhat difficult, and skepticism is pru-
dent when the noise bandwidth nears the system bandwidth, as often occurs. Nonetheless, this theory
provides a much stronger base than totally ignoring the Question.

Since the estimates are essentfally unaffected by high-frequency noise, it immediately follows that
211 functions of the estimates are equally unaffected. Thus, in particular, the same expression for the
Cramér-Rao bound should sti1] be valid. This would seem to refute the thesis that the discrepancy in the
Cramér-Rao bound is related to the noise spectrum; in fact, the relationship is so olementary that it has
been overlooked.

In stating that the estimates are essentially unaffected by high-frequency noise, we are comparing
noise spectra that are the same at low frequencies. The high-frequency spectra, and thus the total noise
power, will differ. The low-frequency spectral density, rather than the total power, is the important
Statistic. All the programs in use are written in terms of the total noise power (or equivalently, the
noise variance), Program: based on the continuous-time theory use tne spectral density, but the spectral
density is estimated in practice by dividing the discrete total power estimate by the MNyquist frequency.

Let us consider the effects of using the total power instead of the spectral density. Imagine a
system with total noise power R. If the noise Samples are independent. the classic snalysis is valid,
and the Cramér-Rao bounds should be correct. The notse power spectral density of this system is 2Rat
because the noise spectrum is fiat up to the Nyquist frequency 1/2at. Now imagine a second system with
the same total power, but with a one-sicded nolse bandwidth of B. Figure 9.1-6 shows the notse spectra of
these two systews.



e LIaNer-nao inequality for both systems is

H sara=1 -1
var(g) » lig (v(v)a (vtl')-' (9.1-1)

where V;i" does not depend on the notse statistics. Since the tota! power R is the same for both

systems, the same values are computed for Cramér-Rao bounds, This is the computation used by current
programs. Expressed in terms of the power spectral density GG*, the Cramér-Rao inequality should be

: L gee) Lo gorelel .
var() » {,2\ (v‘m(m-es) (v )-} (9.1-2)

For the first system, [1/(2at)] G&* = R, s0 this computation is the same as the previous one. For
the second system, however, [1/(2at)] 66* « [17(28a2)] R, thus

H 1 -1 -1
var(€) ’5-5 Lg (vg-)n (vtx-)" (9.1-3)

The Cramér-Rao bound computation based on the total power was therefore too small by a factor of

1/(28at) in the variance (or VI7TZBAT) in the standard deviation). The Cramér-Reo bound computation
based on the power assumes that the power is evenly spread over the Nyquist range as in the first case.
Thus, in Equation (9.1-3), B is assumed to be 1/(2at). 1If this assumption is incorrect, the resulting
variance computation will be proportionally incorrect.

These results excellently explain the discrepancies previously abserved. The noise samples on the
simulated data were independent, and thus the corresponding Cramér-Rao bound computations were valid.
Modern flight test instrumentation is accurate enough that the largest component of the residual error in
flight data is from modeling error rather than true measurement error. The “measurement noise® statistics
must include all such unmodeled effects. The philosophical question of precisely what can be included in
measurement noise is addressed in Maine and 1N1ff (1984). Since our theory contains only the linear
system model and measurement noise, any effects not included in the system model must contribute to the
measurement noise (otherwise our theory is denying their existence; such a solipsistic approach seems
unwise). The measurement noise in real flight test data therefore tends to be quite colored. Figure 9,1-7
shows power spectral density plots of the residuals from the flight test data used in Figu~~ 9.1-3. A
precise break point is not obvious, but a value near 0.3 Hz seems reasonable. The Nyquist frequency for
these 50-sample/sec data is 25 Hz, so the computed Cramér-Rao bounds should be increased by a factor of
about V?VU% 2 9. The sample standard deviations were about nine times the Cramér-Rao bounds before this
correction, The agreement is now quite reasonable considering the vaguely defined value of the break fre-
quency. The noise break frequency is close enough to the system frequencies that the approximations in
the theory are subject to question, but the experimental results hold up well.

As a verification of the theoretical results of this section, a new set of simulated data was created.
The noise for these data was created by passing the pseudorandom independent noise through a fifth-order
Chebyshev filter with a break frequency of 1 Hz; this filter has a sharp break at 1 Hz as shown by Fig-
ure 9,1-8, which {s a power spectral density of one of the resulting measurement noise signals.

Figure 9.1-9 shows a typical time history match to these data. Note that this match exhibits
deterministic-appearing characteristics, such as phase shift and flattened peaks. The matches of 8,
P, r, and ¢ are more typical of flight data than are the simulations shown in Figure 9.1-4. Accel-
erometers, by their nature, have more high-frequency noise than such instruments as rate gyros. There-
fore, the flight acceleromete~ matches tend to be of a character intermediate between that of Fig-
ures 9.1-4 and 9.1-9. Figure 9.1-10 shows the Cramér-Rao bounds and estimates of Cng and Cla from the

simulated data with filtered noise. We have succeeded in duplicating the discrepancy with simulated data
by using band-)imited noise. The band limit is well defined here, and when the Cramér-Rao bounds are
corrected for the colored noise, they agree excellently with the scatter.

These results support the conclusion that the discrepancy in the Cramér-Rao bound has now been ade-
quately explained by the presence of colored noise. An important consideration is that in order to
accurately reflect flight data scatter, the noise statistics used in computing the Cramér-Rao bound must
represent the entire residual error including model ing error contributions (which may be much larger than
the actual instrumentation error). Therefore, studies made solely on the basis of instrumentation charac-
teristics (Hodge and Bryant, 1975; Sorensen, 1972; Gupta and Hall, 1978) are likely to be extremely
overoptimistic. Colored noise would also be expected to affect the insensitivities, but it should not
directly affect the correlations. The correlations wight, however, be affected by the fact that the noise
contributions from modeling error on the various signals tend to be correlated.

9.1.4 Suggested Implementations

Section 9.1.3 explains the reasons for the discrepancies observed in the Cramér-Rao bounds. It
remains to discuss practical implementation of a corrected computation of the bound. We consider
three approaches.




The first approsch 1s to continue the use of fudge factors. The Cramér-Rao bounds, compited
ignoring notse coloring and then multiplied by a fudge factor of § to 10, have proven useful 1in practice,
The objection to this approach has not been to 1ts utility but rather to 1t ad hoc nature and total lack
of theoretical justification. Now that the theory has provided an understanding of the need for an extra
term, it is not unreasonable to use a value that ts based on past experience rather than analytically
computed for each maneuver. It could be regarded ot an empirically determined spectral adjustment factor
instead of as & mysterfous fudge factor. The factor has been observed to be relatively constant over
large classes of cases, further Justifying this approach. T™he ddvantages to this approach are the
simplicity and the fact that no changes to current programs are required. The disadvantage 1s that the
engineer must watch for changes tn the vehicle or 1n the analysts that might significantly affect the
spectral characteristics of the residuals and thus the factor used. If such changes occur or {f discrep-
ancies are noted, 1t may be hecessary to adjust the factor used. The 4pproach is subject to criticism on
the basis of arbitrariness, but when considered as a tool to atd the engineer's evaluation, instead of as
an absolute value of accuracy, 1t can continue to ba useful, as it has been tn the past.

The second approach 1s to examine (manvally or automatically) the actual spectrum of the residuals,
The bresk frequency can be evaluated, or the spectral density can be used directly. This method has the
advantage of providin’ the most information. The spectral characteristics of each signal can be adjusted
separately, instead of using a single factor for a) the signals. The enttre spectra shape can be
examined for peculfarities such as resonant modes, The disadvantages are twofold: First, this ts the
most complex approach. A Fourler transforwm routine must be included in the sMlysts program 1f the
adjustment s to be automatic; appropriate plotting routines will also be required. It is always a good
practice to exmmine at least a few sample residual power spectral density plots anyway, but it {s
simplest to create the power spectral density plots in a separate program. The second disadvantage is
that the value to use for the spectral density or the break frequency is not usually obvious from the
plot. Figure 9.1-7 shows a typical example of this problem. The spectrum does not exhibit an obvious
flat area followed by a well-defined break. Picking a specific value from the Plot can be as wuch of
an art as picking a value for the spectral adjustment factor from expertence.

The third approach is o compromise between the first two; 1t obtains information from the actual
residuals but keeps the programming relatively simple. This 4pproach uses the tota) power of low-pass-
filtered residuals, A simple single-pole filter is used with a break frequency two or three times the
system natural frequency. The power of the filtered residuals s then divided by the filter break fre-
quency to give the average power spectral density at frequencies near and below the system matural fre-
quencies, This method does not provide the complete spectral information of a power spectral density
plot, but with very 1ittle work it does pull out a reasonable estimate of the single value we are after.
The bul: of the implementation is in filtering the residuals, which is done in the same time Yoop that com-
putes them.

The method is somewhat approximate and requires picking a value for the filter break frequency. The
obvious approximations include the assumption that the noise spectrum is flat at least to the ftiter
break frequency, the chofce of filter bdreak frequency, and the use of a first-order filter. In practice,
the noise tends to be closely concentrated around the system natural frequencies. This violates the
requirement that the nofse bandwidth be well above the system frequencies, Because of these approxima-
tions, the method should not be regarded as giving a precise measure of the expected scatter; our only
tlaim s that the method is an improvement over previous computations. Furthermore, some of the pro-
posals of Section 9,1.3, although unable to explain discrepancies of a factor of 10, might contribute
measurably to smaller discrepancies. The approxtimations in the proposed approach are such that a factor
of about 2 typically remains to be mltiplied, based on empirical observation.

The method might therefore seem to provide 1ittle improvement over the fi rst approach since an
empirically determined factor rematns (although the factor is now smaller). The advantage is that this
approach will approximately account for 1arge changes in the spectral characteristics. If the spectral
characteristics of all the maneuvers are similar, the results from this and the first approach are
equally applicable,

Figure 9,1-11 shows the flight data from Figure 9.1-3 with Cramér-Rao bounds computed from the
filtered residuals. A break frequency of 0.5 Hz was used for the filters. The correction factors com-
Puted from the filtered residual power ranged from 3 to 6, and a remaining empirical factor of 2 was
used. The magnitudes of the Cramér-Rao bounds on this plot are reasonable and give a good visual indica-
tion of the estimate accuracy. Although this plot shows no outstandingly good or poor maneuvers, there
is a noticeable tendency for the estimates near the center of the scatter band to have smaller Cramér-Rao
bounds than the outliers. This approach results in a useful estimate of the accuracy.

9.2 EXAMPLES OF APPLICATION

This section presents severa) examples of application of the Cramér-Rao bound to actual flight data.
The examples 11lustrate the kinds of information that can be deduced with the aid of the bounds .

9.2,1 Example 1

The first example uses data from a remotely piloted obl fque-wing vehicle (Maine, 1978) shown in
Figure 9.2-1. Cross-coupling derivatives between the longitudinal and lateral-directional modes were
of significant interest for this nonsymmetric vehicle. Figure 9.2-2 shows the estimates of two such
derivatives, Cy, and C',.. An empirically determined spectral adjustment factor of 5 was used in the



Cramér-Rao bounds shown. The Cy. data show relatively small scatter and correspondingly good Cramér-Rao

bounds. The effect of this derivative {s reddily fdentified from the flight data, and it agrees well with
the predictions,

For Cmps ON the other hand, the scatter and Cramér-Rao bounds are about the same magnitude as the
estimates. There is very 1ittle information about the value of Cﬂr fn the flight data. With the wing
skewed 16° to 45°, the data show that C.r 1s positive and probably somewhere in the range of 0.1 to 0.3,
It cannot be estimated better than this from the deta avatlable.

This example 11lustrates the use of the scatter and the Cramér-Rao bounds to determine which deriva-
tives can be accurately estimated from the data. Confidence in the determination is improved by using
both the scatter and the Cramér-Rao bounds to support the conclusion.

9.2.2 Exemple 2

The second example uses data from a remotely piloted 3/8-scale F-15 model (I1{ff et al., 1976)
shown in Figure 9.2-3. A spectral adjustment factor of 5 was used for these data. Figure 9.2-4 shows
the estimates of C.q. The behavior around 25° angle of attack is of particular interest. It is dif-

ficult to Justify the fairing shown based on the data scatter alone. The fairing was based mostly on the
data points with small Cramér-Rao bounds. In particular, the cluster of points near 25° angle of attack
showing c,q near 0 have small Cramér-Rao bounds, while the points at the same angle of attack showing

values of -3 and -4 have larger bounds. The fairing therefore goes to 0 at 25° angle of attack. The
estimates of C,‘ in Figure 9.2-5 unambiguously show a similar shape near 25° angle of attack. Subsequent
results have tended to verify the validity of the Cmq fairing.

In this example, the Cramér-Rao bounds provide more information than the scatter alone. The bounds
tndicate that some points have good accuracy, even though the overall scatter is large because of a few
poor estimates. The Cramér-Rao bounds indicate that some of the estimates above 35° angle of attack
and also some near -10° are quite unreliable even though the scatter is not large (see example 5, Sec-
tion 9.2.5, for more on this point).

9.2.3 Example 3

Figure 9.2-6 shows estimates of Cn‘ taken from the same 3/8-scale F-15 data as in example 2, Sec-

tion 9.2.2, using the same spe._tral adjustment factor of 5. The scatter above 35° angle of attack is
quite large, as are most of the Cramér-Rao bounds. A few points with small Cramér-Rao bounds form the
basis for the fairing used. It fis interesting that the three points (shaded) farthest from the fairing
were obtained immediately before aircraft upsets. These more negative values of Cn’ may be an early
manifestation of the aerodynamic phenomenon causing the upsets.

9.2.4 Example 4

The fourth example uses data from an F-111A airplane shown in Figure 9.2-7. Figure 9.2-8 shows esti-
mates of Cy, for the F-111A at 26° of wing sweep (I19ff et al., 1978). The Cramér-Rao bounds were

multiplied by an empirically determined factor of 10 to correct for the effects of colored noise. The
factor was chosen to make the Cramér-Rao bounds of about the same magnitude as the scatter for most of the
derivatives. The scatter on Cmg 1S much larger than the Cramér-Rao bounds, even after using the factor.

The M = 0.9 points are particularly puzzling. Since using the same factor resulted in good agreement of
the Cramér-Rao bounds and the scatter for the other derivatives, the Cmu estimates deserve careful study.

To study these results, we replotted the data as a function of Mach number (Figure 9.2-9). The
reason for the apparent discrepancies was then evident. As shown by the fairing in Figure 9.2-9 the
data show a significantly less stable C,a in a region around Mach 0.85, In Figure 9.2-8 the data were

rounded to the nearest M = 0,7, 0.8, or 0.9. The points near Mach 0.85 were all automatically rounded

to Mach 0.9 (they were slightly above 0.85). This merging of the Mach 0.85 and 0.9 data made the Mach
effect loock like an inconsistency. Figure 9,2-10 shows the same data as Figure 9.2-8 with the points near
Mach 0.85 shaded and fairings of the flight data added. The scatter about these fairings is reasonable.

In this example, the Cramér-Rao bound did not directly indicate the nature of the problem, but it did
draw attention to an area that needed more careful study. The enrsuing study disclosed the unanticipated
Mach effect.

9.2.5 Example §

Figure 9.2-11 shows estimates of Csa, for the F-111A airplane at 35° of wing sweep. A spectral
r

adjustment factor of 10 was used, as described in example 4, Section 9.2.4. The data in this figure
were gathered in an effort to investigate derivative changes as 2 function of norwal acceleration;
such changes could be caused by structural deformation. The solid line is a fairing of previous 1-9
flight data.



This figure has characteristics the opposite of those in example 4; the adjusted Cramér-Rao bounds
are much larger than the data scatter, The estimates are all very close to the fairing of the previous
data, This behavior is typical of a problem that can occur when you use an a priori weighting (that fis,
when you use an MAP cstimator).

Convergence difficuities were encountered in analyzing several of the elevated-g maneuvers, which
were often not well-stabilized maneuvers. Therefore, an a priori weighting was used to improve the con-
vergence. The a priori values are indicated by the solid line in Figure 9.2-11.

The effect of the a priori weighting is to hold estimates near the a priori values unless there is
significant evidence that the a priort values are incorrect; the level of significance required can be
adjusted, The a priori weighting thus tends to eliminate large estimate changes that are based on mini-
mal information. This can improve convergence 1f the information content of the manvever is poor,

The Cramér-Rao bounds in Figure 9.2-11 indicate that the maneuvers contained very 1ittle information
about the de, fvative Cape The small scatter 1s probably due almost entirely to the a priori weighting,

rather than to information from the maneuvers. Thus, the data in Figure 9.2-11 do not verify the pre-
vious flight data, a conclusion that might be mistakenly drawn if the Cramér-Rao bounds were not con-
sidered, Instead, Figure 9.2-11 indicates that the new data do not have sufficient information to
contradict or verify the a priori values. In such a case, the estimator holds near the a priori values
when an a priort weighting is used,

This example also illustrates an important fact about the computation of the Cramér-Rao bound when
an a priori weighting is used. The Cramér-Rao bounds are computed from an approximation to the second
gradient of the cost function. When an a priort weighting 1s used, a penalty function is added to the
cost function. To estimate the information content of the flight maneuver, the matrix used for the
Cramér-Rao bound must be computed based only on the original cost function; it should not have a term
added for the second gradient of the penalty function. If the second gradient of the penalty function
were added into the computation of the bound, the bound would reflect the sum of the information from the
maneuver and from the a priori weighting., The phenomenon in Figure 9.2-11 would not be observed (the
Cramér-Rac bounds in the figure would be much smaller).

There are applications where you want to use the information from both sources and to have a cor-
responding accuracy estimate. The Cramér-Rao bound with the secard gradient of the panalty function
included is a possible source for such an accuracy estimate. However, it gives no hint as to how much
of the information was obtained from the maneuver and how much was obtained from the prior information.
Knowing how much of the information came from each source helps avoid misinterpretations.

9.2.6 Example 6
Figure 9.2-12 shows the estimates of cnc, obtained from the same flight data used in example S,

Section 9,2.5. As in example 5§, the data scatter is small and agrees well with the fairing of the pre-
vious flight data. 4 priori weighting was used for both examples. In this example, however, the
Cramér-Rao bounds are small and are consistent with the scatter. It can be concluded that the maneuvers
contain significant information about the derivative c“‘r' Therefore, the data shown give positive veri-

fication of the a priori values. This contrasts with example 5, where we could only conclude that the
new data did not contradict the a priori values.

9.3 MNODELING CONSIDERATIONS

In this document and in Maine and IViff (1984), we have emphasized issues of modeling. All the
analysis and evaluation tools depend to some degree on assumptions of model validity. If the assumed
model is inappropriate, then the parameter estimates are of little value. Evaluation tools such as the
Cramér-Rao bound will sometimes detect modeling errors, but they cannot be relied on for such purposes.
Critical consideration of model adequacy must pervade the entire estimation process.

In evaluating and using results, it is not sufficient to know that the estimates came from an ade-
quate model. For any given problem, there are numerous adequate model forms. It is important to know
precisely which model was used so that you can evaluate the parameter estimates in the context of that
model. Estimates obtained with one model structure may not be di rectly comparable with values derived
using different model assumptions. This need not mean that either set of values is wrong. It does mean
that knowledge of the parameter values alone is insufficient; you also need to know what mode) the para-

meters apply to.

A classic example concerns estimates of q and a derivatives, Consider the following simplified
longitudinal model, obtained from Equation (3.4-3):

aa--3 9.8 -
de-TCarqe (v 2 CLo) (9.3-12)
ly .
—L - -g.c_ LR A
iscq C.°n+c.q2v+c‘o (9.3-1b)



Suppote, now, that we want to oxgand this mode! by the addition of a C,.;. term. Equation (9.3-1a2) s
unaffected, and Equatton (9.1-1b) is replaced by

1 . (>
E'{'c‘q'c"'ﬂ‘”c'hg%’cﬂo’cn&‘;i (9.3-2)

Substituting Equation (9.3-1a) into Equation (9.3-2) and rearranging gives

;..%c,_.“q. 3-;13% (9.3-3a)
I . qQ -S
3'!?'*'(C"c‘gﬂs‘:icﬁcl--)“(C'q’cﬂi)'g%’cﬂo’c'i'cﬁe'%v'c'-o) (9.3-3)

For current purposes, we will assume that the value of Cmy 18 known. This avoids an identifiability
problem, which, although important, is not relevant to the current discusston,

The sum CN + Cng 10 Equation (9.3-3) plays the same role as the term f:,,.q tn Equation (9.3-1).

Parameter estimates based on these two models will reflect this equivalence. The estimates of
obtained using the model of Equation (9.3-1) will equal the sum of the estimates + c,,; obtained

using the model of Equatton (9.3-3). Unless C..; 1s zero, this impites that the CN estimate from Equa-

tion (9.3-1) is not equal to that from Equation (9.3-3); analysis based on such an equivalence will give
unreasonable results. Similarly, the Cm, from Equation (9.3-1) is not directly comparable with that from

Equation (9.3-3); however, the numerical difference between these two Cmg values is small for most con-
ventional atrcraft configurations, and it is usually neglected.
The issue of model comparability often arises in comparing wind-tunnel and flight estimates. Models

like Equation (9.3-1) are often used in flight data analysis, whereas Equation (9.3-3) is more represent-
ative of most wind-tunnel test methods. The result is that wind-tunne) estimates are significantly

different from flight c"h estimates obtained using Equation (9.3-1). This difference does not mean that

either of the models or their corresponding derivative values are wrong. Both can be useful models of
atrcraft behavior. The important thing is that C,,,q estimates from Equation 9.3-1 apply only to that

model; it is incorrect to use them in Equation 9.3-3. This is what we mean by the statement that you
must evaluate parameter estimates in the context of the assumed mode) structure.

If you apply estimated parameter values to a different model Structure, you must consider the effects
of the changed structure. In some cases there is no effect, and the same parameter values apply. In
other cases there are simple equivalence relationships, such as the one derived here between Cn  and

+ C,‘; Finally, there are cases where the model structures are too different for the parameter to be
meaningfully translated.

The first, and most crucial, step in considering the effects of model differences is to recognize
when a model difference exists. This requires you to be conscious of what model was used in the estima-

tion and what model you are using in application or evaluation, Several misapplications of parameter
estimates have arisen from failure to consider model structure as an issuve.
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10.0 CONCLUDING REMARKS

This document has examined the practical applicatfon of parameter estimation methodology to the
problem of estimating aircraft stability and control derivatives from flight test data. We have con-
Centrated on the output-error method in order to provide a focus for detailed examination. There are,
however, other viable approaches not covered in this document. It ts not realistically possible for one
document both to survey the wide variety of feasible approaches and to treat each in the depth that we
have attempted here.

Parameter estimation plays a major role in current flight test programs. Parameter estimation
results are considered a mjor test objective required for successful completion of flight test pro-
grams, hAlthough parameter estimation research continues in several areas, it s no longer purely a
research topic.

In this document we first derived the aircraft equations of motion as used for stability and control
derivative estimation. Successful application of parameter estimation techniques requires careful con-
sideration of what effects to include tn the equations. Such complications as pilot and control system
models are peripheral to the purpose of estimating aerodynamic characteristics; the most successful
models avoid such peripheral issues where possible.

We next discussed stmplifying the general equations of motion and adapting them to a specific com-
puter program. Although the precise details may vary for different programs, the process we examined s
always important. Numerous attempted applications have floundered because of such mindane issues as the
treatment of biases. We presented an idealized example using computed data, simplified in order to help
gain an intuitive grasp of the estimation process.

We discussed the role of aircraft mass distribution data and predicted derivative data in the para-
meter estimation process. We particularly emphasized the effects of errors in these data and the various
requirements for different objectives,

The design of flight test maneuvers involves trade-offs between many conflicting criteria. We
discussed maneuver size, flight safety considerations, and pilot involvement. We examined identifi-
ability as a practical issue involving independent inputs, modal excitation, and frequency content, more
than as an abstract notion relating to singularity of the information matrix. We also considered flight
scheduling issues and allowances for instrumentation failures and other contingencies.

We discussed the data acquisition system in detail. This discussion included consideration of time
tagging, frequency aliasing, filtering, sample rates, and resolution. We also discussed the various sen-
sors, their characteristics, and their relative merits,

Finally, we considered evaluation of the parameter estimation results. The tools used for evaluation
include the Cramér-Rao bounds, scatter, correlations, bias, and engineering judgment. We discussed the
roles of these various tools, their relative merits, and their interplay. We specifical ly emphasized the
use of the Cramér-Rao bound as the primary analytic measure of accuracy, while recognizing that no
analytic tool can substitute for the application of sound engineering judgment.

We also emphasized the iterative nature of the evaluation process. Evaluation of the results must be
accompanied by a consideration of how they might be improved — by better instrumentation, modeling,
maneuvers, analysis methods, or whatever. To obtain good results, it is mandatory to thoroughly review
the entire estimation process for errors of equipment, judgment, or fact. Without such a conscious
review, it is almost certain that some such errors will exist, corrupting the validity of the results.
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