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Final Report on EOARD Award: FA8655-02-M-4028

Combining Low-Level Perception and Expectations in
Conceptual Learning

Fernand Gobet and Peter Lane

Introduction

Objectives
The main objective of this one-year project was to extend an established model of human
perception, CHREST (Gobet et al, 2001), so that it could combine what it was seeing with what it
was expecting to see.  This objective has been successfully met, and experiments in a digit-
recognition task demonstrate some key phenomena in how humans combine expectations and
visual information.  The critical technical enhancement made to the CHREST model was a
capability to handle both visual and verbal sources of information, and make links between the
two.

Our model fills a gap (as observed by Ritter et al, 2003) in previous models of human perception,
which fail to capture how low-level visual recognition is guided by semantically-driven
expectations.  On-going work will expand the range of possible semantic relations, and also the
power of CHREST’s ability to recognise low-level visual objects.  Future applications in
modelling human behaviour and image analysis will take advantage of the mechanisms for
learning cross-modal links between perceptual and conceptual information developed within this
project.

Personnel
The award supported a Research Assistant, Mr. Anthony Sykes, who was employed for one year
on a 60% FTE basis.  Dr. Fernand Gobet and Dr. Peter Lane managed the project and contributed
to its development and dissemination.

Main Results
The technical proposal had two main objectives: first to use CHREST to learn cross-modal
relations between visual and verbal forms of input, and second to model human perception under
difficult conditions.  We discuss the results achieved for each of these two objectives.

Learning Cross-Modal Relations with CHREST
The main result of this project was the extension of CHREST to use multiple forms of input data,
in particular, visual and verbal information.  In order to develop a model which can interpret and
report on visual information in a meaningful manner, it is first important that the model be
capable of learning and using links between the different forms of input.  The manner in which
this is done is summarised in Figure 1.

As illustrated, the CHREST model is divided into three major components.  The first handles the
input to the model.  Previous work had concentrated on input from a simulated eye, i.e. visual
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information, only.  We extended the input to allow simultaneous input from a simulated verbal
channel.  In this case, the verbal information names the object presented to the eye.  The second
major component is the pair of short-term memories (STMs).  Because CHREST now has two
different modalities of input, we had to include a new STM for the verbal information.    The final
component in CHREST is the long-term memory (LTM).  The LTM stores familiar patterns as
nodes within a self-organising discrimination network.  

In order to use information from the multiple input modalities, CHREST had to be extended to
associate and combine these different kinds of input data.  We achieved this with naming links.  A
naming link is a link between a familiar visual pattern and a familiar verbal pattern.  These links
provide the mechanism by which information is transferred between visual and verbal
representations of perceived objects.

Figure 1 :  Learning to link information across two modalities.  (1) The visual pattern is sorted
through LTM, and a pointer to the node retrieved placed into visual STM.  (2) The verbal pattern is
sorted through LTM, and a pointer to the node retrieved placed into verbal STM.  (3) A naming link
is formed between the two nodes at the top of the STMs. (After Lane, Sykes & Gobet, 2003.)

Modelling Human Perception under Difficult Conditions
Using a digit-recognition task, computer simulations with our model have demonstrated three key
phenomena observed in human perception:

1. classification accuracy is improved for expected objects;
2. recognition of familiar objects is faster than for unfamiliar ones; and 
3. interpreting a set of ambiguous objects is possible with the use of a schema from a

different input modality.

We now reference some of the background literature emphasising the importance of these
phenomena, and give the empirical results of our studies with the CHREST model.

Background Literature
We focus on three important phenomena demonstrating the role of expectations in perception.
The first of these is that expected objects are recognised with greater accuracy than unexpected
objects, particularly in domains where noise affects the quality of the input stimulus. For instance,
characters may be badly formed, ambiguous, or simply ‘damaged’ or partially hidden. An
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expectation that characters are from a standard alphabet enables correct identification of
characters which would otherwise be ambiguous (Neisser, 1966; Richman & Simon, 1989).  

The second phenomenon shows that expectations may relate to complex collections of objects, or
schemata.  Perceptual classification of objects within a familiar schema can be quicker than when
the objects are not in the schema. For instance, Biederman (1981) describes an experiment in
which participants took longer to identify a fire-hydrant when positioned above street level in an
image than when at its expected position. A similar result can be found in reading: identifying the
‘K’ in a word such as ‘ANKLE’ is quicker than in a non-word such as ‘XGKAL’.  

A third phenomenon is that of reconstructive memory, whereby a set of partially obscured objects
may be identified based on their being recognised as a composite.  For instance, a collection of
partially obscured characters may be identified as a word (Lindsay & Norman, 1972), even
though each individual character may be ambiguous.  

Although it must be admitted that some of these phenomena are difficult to cleanly replicate in
experimental settings, it is clear that people do not simply scan an input stimulus in a serial
fashion whilst looking for a given item. Instead, humans employ higher-order constraints, based
on expected schemata, to constrain the range of potential matches. In other words, perception is
not a one-dimensional, bottom-up process, as proposed by Marr (1982), but instead interprets
what is being seen in the light of what is currently expected.

Using Cross-Modal Links to Explain these Phenomena
We explore how these phenomena occur in a recognition task, where the model is trained to
recognise characters and/or words.  The words form schemata, or expected sequences of
characters.  The basic mechanism by which expectations affect perception is through ‘priming’,
in which expected characters can be anticipated and recognised faster.  We explain the role of
priming in sequence recognition by first explaining the classification, or naming, of individual
characters, and then how perceptual characters can be primed by a verbal cue.

Naming
Cross-modal links can be used to name an input visual pattern. The process is applied after
sorting the visual pattern through LTM. If the node retrieved has a naming link, then the
associated verbal pattern is output by the model: the model thus ‘names’ the input visual pattern.
Using this mechanism, it is possible to train CHREST on a succession of characters, and then
request the model to name a succession of new characters; the model’s success rate is its
classification accuracy.

Priming
The model can be ‘primed’ to recognise a given visual pattern by presenting its name on the
verbal input. Sorting the verbal pattern through LTM, CHREST will locate a node and place this
node into its verbal STM. If this node has a naming link, then the linked node is used to prime the
model.  The priming mechanism uses this linked node as follows.  When a visual pattern is
presented, it is first compared to the image in the linked node. If it matches to within a given
tolerance, then the primed node is returned as the matching node. This priming process can allow
the model to successfully match input patterns even though, due to noise or unfamiliar features,
they would not have been retrieved during the usual sorting process.

Expecting Sequences
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In a similar way to priming with a verbal input, sequence links can be used to prime the model to
expect a pattern of the same input modality. Thus, if a node for the visual pattern ‘T’ is retrieved,
and it is linked with a sequence link to a node for the visual pattern ‘H’, then the model will
expect the character ‘H’ to appear next on the input.  The priming mechanism described above
applies equally to nodes linked through sequence links.  In this manner, the model can use a
previously learnt schema in either modality to prime its search for further characters.

Empirical Results
We consider three sets of simulations performed with the model.  First, we explore the accuracy
with which CHREST can classify characters with increasing amounts of noise. Second, we
consider the speed with which characters are visually recognised, comparing the speed of ‘pure’
bottom-up recognition with that of top-down, expectation-driven recognition.  Third, we consider
how the use of two modalities enables CHREST to disentangle very noisy data when attempting
to satisfy high-level constraints.  In this report, we present the empirical results of the
experiments; for further details on the experiments themselves, the reader is referred to Lane,
Sykes and Gobet (2003).

The empirical data used in these experiments is illustrated in the input section of Figure 1: the
visual data is a 15-segment array, arranged so that letters can be formed by setting the appropriate
segments on and off.  Each segment may also be in an indeterminate state, to indicate that it is
occluded.  The verbal input is a simple character.  Sequences of input on either the visual or the
verbal inputs are used to represent words.

1. Accuracy of Classification

Our classification task requires CHREST to name the characters appearing in words, with varying
amounts of noise added to the perceptual representation.  We initially perform the experiment
without any priming, so the classification accuracy measures CHREST’s ability to recognise the
perceptual stimulus, alone.  We then ask CHREST to use priming from the verbal input to
improve its probability of recognising a noisy or occluded visual input.  The tolerance to the
match is based on how many segments are permitted to fail to match: results are given for 1
segment (6.7%), 3 (20%) and 7 (46.7%) out of the 15.

Figure 2 shows two graphs, illustrating the classification accuracy of the model when the digits
are subjected to two kinds of noise.  Figure 2(a) shows the performance when segments are
randomly occluded; Figure 2(b) the performance when segments are randomly reversed.  The y-
axis for both graphs gives the classification accuracy of the model.  The x-axis gives the
probability of each segment being segment to noise.  The experiment was run with probabilities
varying from 0.0 to 1.0 in steps of 0.1.
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Figure 2 : Classification accuracy results

Both the graphs show similar results: priming improves the model’s ability to classify the noisy
digits.  The lower line is the unprimed performance of the model.  The classification accuracy for
unprimed input decreases with added noise because some segment states are altered or hidden,
and these states will affect the node reached when sorting the visual input.

2. Speed of Classification

We next explored the speed with which classification occurs when characters appear in isolation
(unprimed) or within familiar words (primed).  We define the speed of classification by counting
the number of pattern matches made by the model when searching its LTM.  For input, we use a
set of ten 5-character words.  The model is trained until it has learnt the words completely.

Time to recognise characters  First, we compare the number of pattern matches required by the
model to recognise each of a sequence of characters.  50 models were trained, each with the
word-list sorted in a different random order.  Table 1 shows the average time, µ, and standard
deviation, σ, required when attempting to recognise the characters in isolation (unprimed) as
opposed to recognising them when forming part of a word (primed).  There is a significant
reduction in the required searching time when the model is primed.  The use of an expected
schema to predict the characters appearing in the visual input significantly reduces classification
time.

µ σ
unprimed 2.8 1.0

primed 1.4 0.8

Table 1 : Average number of pattern matches

Time to find a given character  Second, we consider the time required to find a given character
within a sequence of characters.  The time required depends on the position of the character
within the word, as the previous characters must first be searched.  Figure 3 shows the amount of
time required to identify a given character in each position: priming means that CHREST
identifies and uses a word schema to assist in finding the character, the unprimed timings measure
when CHREST treats each character distinctly from its neighbours.  CHREST is quicker to locate
a character when using a schema, and this advantage increases with character position.
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3. Reconstructive Memory



6

If the visual input given to the model is such that every character is ambiguous, the only way to
attempt a classification is to consider potential schemata which match every character in the
scene.  For instance, Figure 4 shows three characters, each badly occluded: the first character
could be ‘A’ or ‘H’, the second ‘R’ or ‘K’, and the third ‘E’ or ‘F’.  From prior familiarity with
likely sequences of characters, a viewer may be expected to retrieve the word ‘ARE’ as the likely
interpretation, and so assign the appropriate labels to each ambiguous character.

Figure 4 : Reconstructive memory example

We explore CHREST’s ability to reconstruct scenes by training the model on the 26 standard
characters, in isolation.  Next, CHREST is trained to recognise words using the verbal input
alone.  Thus, CHREST’s LTM has no sequence links between nodes representing visual
information.  We test CHREST’s ability to reconstruct an interpretation for badly damaged
characters by presenting it with sets of words with added noise as visual inputs. 

The matching process begins by priming the visual matching process in turn with the named
nodes from the LTM’s verbal knowledge.  When a match is made to the initial character, the
sequence links between the verbal schemata are used to further prime the model to match the
succeeding characters.  Hence, CHREST relies on its familiar schemata to match the noisy data.
Figure 5 plots CHREST’s average performance on increasingly noisy visual inputs: three cases
are plotted, without using the verbal schemata, with a 20% tolerance and a 46% tolerance.  As is
evident, the use of priming from the verbal schemata significantly increases the accuracy of
CHREST’s performance.
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Figure 5 : Reconstruction accuracy

Developed CHREST System
During this project, a graphical interface to the model was developed to facilitate the training,
testing and demonstration of the working model.  This interface was developed in Java, so as to
be portable across all major computer platforms, and is illustrated in Figure 6.

Dissemination
The key theoretical developments were presented at the European Conference of Cognitive
Science, held at Osnabruck, Germany from 10th-13th September, 2003.  The paper was published
in the proceedings (see Lane, Sykes & Gobet, 2003).  Attendance at this conference was funded
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by the Award.  The CHREST model itself was also presented at a tutorial preceding the
conference, which was attended by 13 participants.  We intend to present similar tutorials at
future cognitive-science conferences.

Peter Lane was also awarded a ‘Window on Science’ grant to visit the US and present the work to
the Airforce Academy, in Colorado, and Dr. Kevin Gluck of the Air Force Research Laboratory,
in Mesa, Arizona; this visit occurred in August, 2003.  

The project has gained some further momentum, and generated two further publications.  First, a
short article in the AISB Quarterly (Lane & Gobet, 2003).  Second, the ideas developed here have
contributed towards the larger theory of CHREST as a model for the human mind: these ideas
have been presented in a book chapter (Gobet & Lane, in press).

Ongoing Work
The work achieved in this project will be summarised in a journal article, which will be submitted
in a few months’ time.

The project is continuing with a second EOARD award, no. FA8655-03-1-3071, which will
further develop the semantic abilities of the CHREST model of vision.  In particular, the project
will develop the range of semantic relationships which the model can use, and also how these
relations are integrated across the visual and verbal inputs.
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Figure 6 : The Java-based interface to the CHREST model


