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ABSTRACT
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meetings, and other collaborative efforts. This report presents a concept demonstrator of an
automatic transcription system that produces text and audio records using speaker dependent
speech recognition. It is defined and discussed in terms of how it works, how users operate it,
and its similarities and differences with other transcription systems.
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Transcription of Multiple Speakers Using Speaker
Dependent Speech Recognition

Executive Summary

Computer driven transcription potentially has many advantages over other forms of
meeting records.

Handwritten notes can be illegible, incomplete, and difficult to search. They can also
require too much of the minute-takers’ attention, thereby distracting them from
participating in the meeting itself. A straight tape recording of a meeting is hard to
annotate, creates too much data and is difficult to search through. The use of speech
recognition has the potential to overcome these problems.

Speech-to-text transcription has become more commonplace since the availability and
performance of commercial-off-the-shelf products capable of dictation have increased.
Products such as IBM’s ViaVoice and Lernout & Hauspie’s Dragon NaturallySpeaking (NS)
are two such products, which provide users of even basic personal computers access to
large vocabulary continuous speech recognition. These automatic speech recognisers
(ASRs) can perhaps be used to do automatic transcription.

Our goal is to develop a prototype model of such a transcriber as a concept
demonstrator. This prototype is to use an off-the-shelf speech recogniser and avoid
relying on specialist hardware. As well as attempting a text transcription of a
collaborative session, the prototype should have the ability to make an audio
recording. This audio would serve as a fail-safe record of the session, where the
speech-to-text record may be incorrect due to the inadequacies of the speech
recogniser.

This prototype can then be used to demonstrate the concept of an automatic meeting
transcriber to various members of the Australian Defence Organisation. Possible
applications of the system range from improving the interviewing process conducted
in the field, brainstorming sessions, recording normal meetings or briefing sessions,
and many others. The prototype seeks to improve the recording, searching and
browsing of records of these events.

We have named this prototype AuTM, for Automatic Transcriber of Meetings. AuTM
is based on a client/server model, with Clients linked to a Server over a normal TCP/IP
(the Internet standard) network. Thus, all the computers taking part in an AuTM
Session must be physically connected to the same network that supports TCP /IP.

The moderator (the chair or the minute taker, for example) of the Session runs the
Server program. This program controls the information flow and progression of the
Session, and the Client programs attach to it to join the Session. The moderator can use
the Server to quickly annotate the meeting record with information such as the current
agenda item, action items, or motions and their outcomes.



Each meeting attendee requires a computer and a headset microphone. On this
computer, he or she runs the AuTM Client program to join the Session. This program
interfaces with the NS program that resides on the attendee’s computer to do the
speech-to-text processing. As NS is a speaker-dependent ASR, attendees must enrol or
train it to create their own speaker profiles, which they then use during the Session.

All computers taking part in the Session must have their system clocks synchronised.
This is achieved by using commonly available shareware software that makes use of
the Network Time Protocol. This keeps the system clocks synchronised to within a
couple of milliseconds, which was considered more than adequate for the task.

As the attendees speak, NS segments their speech into utterances. The start of an
utterance is detected when the attendee begins to speak; the end of an utterance is
detected when the attendee has been silent for a certain period of time. The Client
takes the text recognised by NS, and sends it to the Server along with the start time and
end time of the utterance. As the system clocks are synchronised, the Server can then
order each utterance it receives on the basis of its timestamp. Thus a transcript of the
Session is generated in real-time.

The Server and the Client programs have the ability to display this evolving transcript
to their users. This window displays the text of each utterance, together with the
username of the attendee who said it and the time at which they started to say it.
Different coloured squares are also used to identify the speakers.

Each Client program uses NS’s segmentation of speech to selectively record the
attendee’s microphone signal. That is, a Client starts recording when NS indicates that
an utterance has begun, and stops recording when NS indicates the utterance has
ended. Thus, the Client program creates one audio file per utterance. When the
moderator ends the Session, the Client programs send these audio files to the Server
program. The moderator can then use the Server to correct the transcript by playing
back the audio files to determine recognition errors.

The moderator can choose to save the transcript and its annotations as either a
HyperText Markup Language (HTML) file, or as a Microsoft (M5) Word file. The HTML
file format includes hyper links to the audio files, so the text transcript and the audio
files can be available to review via any Web browser.

AuTM can be adapted to allow the use of other TCP/IP based collaborative tools at the
same time. For instance, MS NetMeeting can be run at the same time as AuTM, so
attendees in different places can join the same Session. Programs like NetMeeting
provide other tools such as the sharing of a whiteboard, document and screen, which
can make distributed collaboration a more fruitful exercise.

This prototype differs significantly from other projects with similar goals. Other such
projects include the Meeting Recorder project at the International Computer Science
Institute, Rough'n’Ready at BBN Technologies and a project at Carnegie Mellon
University’s Interactive Systems Laboratories). The approach taken in each of these
cases is to use a speaker-independent ASR, optimised for the acoustics of a meeting
room and the type of language used during meetings. None of these projects depend
on having a computer per user, and there is more emphasis on a ‘meeting browser’, a
stand-alone application that enables the browsing of time-aligned text, audio, video,
and other records taken from meetings.

Speaker-independent ASRs work without the speakers having to train them. The
major benefit of this approach is that anyone can enter a meeting room and have the
ASR recognise their voice. On the other hand, it is an extremely difficult task to make
ASRs sufficiently generic for all speakers, particularly non-native English speakers.




Speaker-dependent ASRs (such as NS) have the advantage of improving the more a
speaker uses them.

AuTM'’s requirement for a computer per attendee is an expensive one, compared to the
other three projects. To compensate for this cost, AuTM makes almost exclusive use of
generic, readily available hardware. That is, an attendee can use the same laptop that
they use throughout the day to be part of an AuTM Session.
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1. Aims

The primary aim of this investigation was to develop a prototype system that
automatically generates a text transcript of multi-speaker situations. Example
applications of the system include meetings, interviews and brainstorming sessions.
The transcript should include information such as interruptions between users and
timestamps that indicate when phrases were spoken.

The system should also record the original audio of each utterance. This feature would
enable the user-correction of transcript errors after the initial automatic speech-to-text
process.

Further to these main goals, the prototype should aid annotating transcripts with
minutes-style information, such as action items.

The system should attempt to meet these goals without relying on special hardware or
software. That is, it should use an off-the-shelf automatic speech recogniser (ASR) and
normal PCs or laptops.

This prototype may be used as a concept demonstrator to various interested parties
within the Australian Defence Organisation.
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2. Introduction

The Australian Defence Organisation conducts an enormous number of meetings,
interviews, brainstorming sessions and other such collaborative efforts, records of
which range in importance from limited significance to critical. Looking at ways to
improve the making of these records is therefore an area of much interest.

Handwritten notes can be illegible, incomplete, and difficult to search. They can also
require too much of the minute-takers’ attention, thereby distracting them from
participating in the meeting itself (Janin 2001). A straight tape recording of a meeting
is hard to annotate, creates too much data and is also difficult to search through (Janin
2001). Moreover, should a text record be required, the tape recording will need to be
transcribed, by hand or otherwise.

Speech-to-text transcription has become more commonplace since the increase in
availability and performance of commercial, off-the-shelf (COTS) products capable of
dictation.  Products such as IBM ViaVoice and Lernout & Hauspie Dragon
NaturallySpeaking (NS) are two such products, which provide users of basic PCs access
to large vocabulary continuous speech recognition. :

These ASRs can perhaps be used to do automatic transcription. By taking care of the
transcription, it can free up all parties at a meeting to direct their full attention to the
meeting itself. Their use also creates an opportunity to streamline annotating, storing,
indexing, searching, and browsing records.

ASR tools have improved to the point where dialogue, as spoken between humans, can
be transcribed accurately enough for their records to be useful (Wactlar 2000).

2.1 Infrared Prototype

This project is part of an ongoing effort to produce a mature and deployable automatic
transcription system. There was an initial prototype that used hardware modules that
attached to a computer’s serial port. These hardware modules used infrared
transceivers to synchronise the system clocks of the participating computers
(Krishnamoorthy et al. 2000).

By using this hardware, a PC and NS, a participant could produce a timestamped
transcript of their own speech. At the end of the session, transcripts copied from each
attendee’s computer were put onto a single PC using floppy disks and a program used
the timestamps to work out the order in which words were spoken. Thus, we have one
single transcript that records every recognised word spoken by all the participants.
The new concept demonstrator is based on this prototype.
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3. AuTM Prototype

This section of the paper will detail the configuration and implementation of the
current prototype. This prototype has been named AuTM, for Automated Transcriber
of Meetings.

3.1 Overview
This section introduces and describes the AuTM prototype.
3.1.1 System Configuration

Although AuTM is based on the infrared prototype, this was not taken to be the only
possible system design. Rather, three hardware configuration possibilities were
identified from the outset.

The first configuration was that of a single microphone and computer for the whole
meeting. The second configuration considered was that of each attendee having his or
her own microphone, with these microphones plugged into a single computer. The
third configuration to be considered was identical to that of the infrared prototype.
That is, each attendee would have a microphone, plugged into his or her own
computer.

Of these three configurations, the first is the most attractive, in terms of deployment,
due to its modest hardware needs. It is believed that attendees would also prefer this
option, as it would mean they would not have to wear or speak directly into
microphones. However, it would be the most difficult option to implement. This is
due to the difficulties of identifying different speakers and separating their speech
through a single microphone channel in the presence of cross-talk and increased noise
and reverberation.

Another difficulty with the first configuration is that of using speaker dependent ASRs
to recognise the voices of multiple speakers at the same time on the one computer. In
the case of NS version 5, this cannot be done. A work-around for this problem could be
to make a live recording of the audio of meetings, and doing the speech-to-text
conversion offline. This would mean a delay before the minutes are produced.

The second option avoids the problems of speaker identification by having each user
speak into their own microphone. However, it has the same problems as the first
option in regards to using only one computer.

The third option requires more hardware than the first two. However, because the
speech-to-text conversion can be performed on each meeting participant’s computer,
there need be no delay in producing the minutes. Meeting records would then be
assembled from these separate transcripts. Of the three, this configuration was judged
to be the easiest to implement.
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As AuTM was intended to be a concept demonstrator, requiring a lot of hardware was
judged to be better compromise than having a delay in producing transcripts and being
difficult to implement. This is provided the hardware is generic and readily available,
as is stated in the aims of the project. So the decision was made to pursue the third
configuration. Therefore, this project is based on the same idea as the infrared
prototype (Krishnamoorthy et al. 2000).

Due to its ease of implementation and ubiquity, it was decided to use direct socket
connections over TCP/IP (transmission control protocol / internet protocol) between
computers to remove the infrared prototype’s reliance on floppy disks. This clearly
means that attendees’ computers would now be attached to a LAN or WAN.

Thus the system has each meeting attendee wearing a headset microphone plugged
into their own PC (or laptop), with all of these PCs connected by a network that
supports TCP/IP.

3.1.2 Implementation

The design decision described above highlighted the similarities between the proposed
system and an Internet Relay Chat (IRC) system — something with which attendees
using AuTM for the first time may already be familiar. Then the obvious course was to
build up a complete transcript in real time, much like an IRC session, rather than to
integrate separate transcripts at the conclusion of the meeting, as in the infrared

prototype.

The prototype began to take shape as an enriched voice-enabled IRC system. Each
attendee uses an AuTM Client program to log on to an AuTM Server, which is run by a
meeting moderator. In much the same way as the infrared prototype recorded
utterance text with the start and finish timestamps, AuTM Clients bundle this
information together and send it to a Server. The Server then relays this information to
all the Clients in a Session, and in this way each Client and the Server programs have an
identical transcript of the session. This method has the advantage that every attendee
can scroll through the transcript during a Session to re-visit an early part of the
discussion.

3.1.3 Communication

As stated above, the communication between the Client and Server programs is based
on the Internet’s TCP/IP standard. The programs send unencrypted text messages
through TCP/IP socket connections to communicate.

Thus, a Server listens on a port for Client connections, and every Client must use this
port to make two TCP/IP connections. This is due to the fact that information flows
both from the Server to the Client and the Client to the Server. Problems were
encountered when attempting to use one connection, in that confusion arose between a
Server and a Client over which was able to write to the socket. More specifically, the
Server seemed to have lost the events that were alerting it to more data in the socket. In
order to overcome these difficulties and simplify the socket communications, two
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connections are used rather than one. So one of the connections is used for Client to
Server messaging and the other for Server to Client messaging. The only messages
permitted to flow the ‘wrong way’ (e.g. from a Client to a Server on a Server to Client
connection) were acknowledgements, informing the sender that their previous message
was received correctly.

The purposes of messages sent from the Client to the Server include:
e to contribute a new utterance to the transcript;
e to initialise usernames; and
¢ tosend audio files.
The purposes of messages sent from the Server to the Client include
e to inform Clients of a new utterance contributed by another; and

e to do ‘housekeeping’ such as assigning colours and numbers to each Client and
initialising and advancing the agenda items.

AuTM Server

AuTM Client AuTM Client AuTM Client
ActiveX ActiveX ActiveX
controls controls controls

v v v

NaturallySpeaking NaturallySpeaking NaturallySpeaking

Figure 1 Diagram of the AuTM system showing each Client/NS pair executing on separate
PCs, and the twin TCP/IP sockets each Client uses to connect to the Server

3.1.4 Synchronising computers over a LAN

As mentioned earlier, the major shortcoming of the infrared prototype was its reliance
on the specialised timing hardware. As stated in 2.1, the role of this hardware is to
synchronise the clocks of the separate computers involved in the meeting. As the
AuTM prototype is a TCP/IP based system, it was necessary to perform this same
function in a different way.

The method chosen was to employ the use of the Network Time Protocol (NTP). This
protocol allows the synchronisation of system clocks over the TCP/IP. Various
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Microsoft (MS) Windows-based client- and server-side shareware applications that use
NTP to synchronise PC system clocks are readily available.

NTP is accurate enough to synchronise clocks to within less than a millisecond when a
server and client are connected over a LAN, or a few tens of milliseconds over a WAN
(Mills 1999). While this method cannot achieve extremely accurate synchronicity, the
resolution is considered more than adequate for the task at hand.

3.2 Client Application

This section of the report explains the client-side AuTM application.

3.2.1 Role and features

To participate in an AuTM Session, each attendee of a meeting runs an instance of the
AuTM Client program on his or her own computer. This application is responsible for
interfacing with NS and with an AuTM Server. It displays the transcript of a Session
and other session information to an attendee.

On executing the application, an attendee is prompted to select their NS user profile
from the list of those available on the PC.

After the selected profile has loaded, an attendee is then asked to type in a username.
This username is the familiar name used to identify the attendee to other attendees

during the Session.

An attendee must then identify the IP number of the computer running the AuTM
Server application. The Client will then connect to the Server, thereby commencing an

AuTM Session.

3.2.2 Graphical User Interface

This section of the report contains screen shots and a discussion of each of the Client’s
windows. Note that this is not a discussion on user interface design, although it
includes some discussion on this topic, rather it uses the GUI to explain the nature and

functions of the Client.

The Client GUI is arranged around a floating (non-maximised) Main window. This
Main window displays the usernames of all Session participants and the NS
microphone button. The attendee can also toggle the visibility of three other smaller
windows: the Transcript, Highlights, and Agenda windows.
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+” AuTM Client - Demonstration of AUTM systent - 11; 2001 11:35:55 AM

Figure 2 A screen shot of the Client Main Window during an AuTM Session between two
attendees

The caption in the Main window’s title bar is made up of the program name, the title or
purpose of the meeting (as set by the moderator) and the start time and date of the
Session. This provides basic, important information in a prominent position for the
attendee.

There are two menu options. The File menu has an Exit option as its only entry.
Selecting this option will cause the Client to disconnect from the Server, close its
windows and halt execution. Using the View menu, the attendee can toggle the
visibility of the Transcript, Highlights and Agenda windows.

The list of attendees across the top of the window allows the attendee to quickly
establish the number of attendees to the meeting and their names. While there are
always eight boxes for these names, they remain empty and without a coloured
underline until filled by a username. This makes it very clear to the attendee the
maximum number of attendees and how many there are in the current Session. The
names of the attendees are split over two lines, such that a quick scan by the attendee
across the top line is enough to be aware of their first names. Only if there is a clash of
first names or if the attendees are unfamiliar with each other is it necessary to read
beyond the first line. The colour underline associates each speaker with his or her
identifying colour. This colour provides an additional cue to identifying a particular
speaker in the Transcript window and in the final transcript output.

The Recording group box contains the user-visible components of the ASR. The NS
Microphone Button enables an attendee to activate or mute their microphone. When
activated, it displays a volume meter, which allows the attendee to determine that their
microphone is set up correctly and they are speaking at a correct volume. The words
that are recognised by NS are assembled into the NS Results Box, which pops-up next to
the Microphone Button, as shown in Figure 3. The last utterance recognised remains
static and visible in the Results Box until the attendee running the Client starts to speak
again; it is then replaced by the next utterance.
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Figure 3 A screen shot of part of the Client Main Window, after NS has recognised the phrase
“the recognised text builds up dynamically in this yellow box”

The attendee also has access to the Transcript window, via the View menu. The
Transcript window, as the name suggests, displays the transcript of the session.

LI ’ 1passiochate abou
i : Andrew Zschom  13:41:06 | As a propottion of your overall marketing budget can be in sports
' » sponsorship e
-13:41:13 ! Itis a significant investment and we use advertising and PR Tim Beveridge
. paticularproperties o
+13:41:24  How do you choose the particular sports shoe are involved with
. 13:41:30 We have very strict citeria that | used to evaluate opportunities
'13:41:38 . Does this mean you're only go for mainstream sports such as tennis

{ Jason Littlefield *13:41:46 : The main criterion is whether it helps us reach out target audience today
. folowedthesport
JasonlLitlefield *13:41:52 If the answer was nowe would not considerate ..
Andrew Zschomn | 13:41:57 | Having your technology used at an event is an important part of your
] involvement how do you measure the effectiveness of that
TR RIGENTEN Fdz08 Th IERCEIL it that ry difterent frarm & corsumes

Figure 4 A screen shot of an AuTM Client’s Transcript window

As can be seen from Figure 4, the Transcript window presents a lot of information to the
attendee. The transcript is presented as a grid of text-filled cells, in which each row is
an individual utterance. In the two left-most columns the attendee who contributed
the utterance is identified. Both that attendee’s colour and their username are used.
Identifying colours are used to provides extra context for the reader (Brooks 2000). The
third column displays the start time of the utterance. The fourth column contains the
text of the utterance. The grid automatically scrolls up when a new utterance is added
(if the Auto Scroll check box is ticked). When Auto Scroll is enabled the most recent
(bottom) utterance is highlighted in reverse-video, aiding attendees’ ability to pick it
out amongst the rest of the text.

Figure 5 shows the Agenda window available to an attendee. The purpose or title of the
AuTM Session is written across the top of the group box (in this case, “Demonstration of
AuTM system”). The title of each item in the agenda is listed in the group box under the
Session title. These items can be indented, representing a sub-section of a super-topic.
In Figure 5, ‘second item’ is highlighted as the topic currently under discussion. As
will be discussed later, the meeting moderator is responsible for inserting the contents
of the meeting agenda from a text file (refer 3.3.1) and for advancing the agenda. The
attendee is unable to choose which item is highlighted.
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Figure 5 A screen shot of the Agenda window.

The final window visible to the attendee is the Highlights window, shown in Figure 6.
‘Highlights’ of an AuTM Session are those important points of a meeting record, e.g.
action items and motions. As the figure shows, this window displays a dynamic list of
these highlights, in much the same way as the Transcript window displays the
utterances.

¥ Highlights

ur main criteria and is whether it help

larget audience do they follow the sport
{The mation *| propose we move this matter to next
; eeting" was proposed by Andrew Zschorn and
econded by Jason Littlefield, and carried.

ndrew Zschorn is responsibie for ensuring the tasi
can have a spreadsheet of those salary figures
“ready for the next meeting” is completed by 2540101 i

Figure 6 A screen shot of the Highlights Window
3.2.3 Speech Integration

The configuration of the AuTM system is such that it is the Client program that
interfaces with the ASR. That is, the speech-to-text conversion takes place for each
attendee individually, before the results are sent to the Server.

The actual ASR used is then independent of the AuTM system. This means that it is
unnecessary for attendees of the same Session to all use the same ASR. The current
AuTM Client was, however, developed for use with NS.

This section details the speech integration method used in interfacing the NS ASR with
the AuTM Client.

3.2.3.1 Delphi Integrated Development Environment

The AuTM programs were developed using the Borland Delphi Integrated Development
Environment (IDE), version five. This is a graphical, rapid application development
IDE for MS Windows operating systems. Delphi employs an event-driven paradigm,
and uses object-oriented Pascal as the programming language.
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The event-driven paradigm is implemented as a pointer to methods or procedures.
Objects have certain relevant events as fields (local variables). For instance, the
TButton object (a basic button GUI component) has a field called OnClick, which is a
pointer to a procedure. If a procedure is written and the OnClick field is set to point at
it, that procedure will be executed when the button is clicked.

The method used to program in Delphi is to build up a GUI for an application, and
then write (usually) small procedures that are registered as handling certain events.
This means that it is unnecessary to create programs with ‘main loops’ and other
continuously executing code. Rather, once the initial set-up code has executed, the
application automatically waits for user input. User input causes events to be created,
and these events trigger event handlers to execute.

3.2.3.2 Dragon NaturallySpeaking

Dragon NaturallySpeaking was chosen as the ASR for this prototype. NS is a large-
vocabulary, speaker-dependent COTS ASR. It has a vocabulary size of over 250,000
words (ScanSoft 2002).

The recognition accuracy of NS is significantly influenced by the quality of the
waveform it receives from the user’s microphone. Therefore, close-talking, noise-
cancelling microphones are used. These sit about two centimetres from a corner of the
mouth, mounted on lightweight headsets.

As NS is a speaker-dependent ASR, it is necessary for every attendee to go through the
training process. This allows NS to build up a user profile for each attendee, based on
their unique voice. Reloading this user profile at a later stage will put NS into the
correct mode to recognise that attendee’s speech. Continual use and updating of user
profiles will further refine them and improve the recognition accuracy of NS.

So for an AuTM Session each attendee has NS installed on their computer, and a trained
user profile available for the speech-to-text process.

ScanSoft supplies a Software Development Kit (SDK) that enables programmatic
control of NS (Lernout & Hauspie, 2000). The SDK includes a set of ActiveX
components. These components can be directly controlled by applications developed
in Delphi. They provide a high level of access, control and feedback from NS.

Like all Delphi components, the NS ActiveX controls are event-driven. Each control has
a set of events, which, when fired, enable the application to maintain awareness of the
state and execution of NS.

NS was chosen for this project because it was considered to be one of the best-
performing PC-based ASRs (Glinert, 1999) and because of the ease of use and power of
its SDK.

3.2.4 Speech User Interface

This section of the report explains the Speech User Interface (SUI) subsection of the
AuTM Client program.
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Broadly, there are two ways to employ NS. These two modes are Command Mode and
Dictation Mode. Command Mode, as its name would suggest, is used when issuing
commands to the computer. This mode is characterised by a small vocabulary as only
those words that are currently valid commands need be recognised. This results in
very high recognition accuracy, as there is usually a very low chance of the ASR
confusing words. Dictation Mode, on the other hand, is used when entering prose-style
text into the computer. This mode is characterised by its requirement for a much larger
vocabulary, and hence much increased chance of vocabulary confusion.

The SUI of the Client is almost transparent to the attendee. The SUI was designed in
this way to allow the discussion between the attendees to flow naturally and to not
distract them with the speech recognition process.

In keeping with this design goal, there is no implementation of Command Mode. That is,
the attendees cannot use any speech commands to control the Client program. It is
believed that this will avoid the problems of: mis-recognised commands being inserted
as part of the transcript; and attendees interrupting a discussion to speak commands.

Hence the Client implements only Dictation Mode. That is, NS attempts to recognise
every word the attendee speaks, and the Client will forward these words onto the
Server to be added to the transcript.

The process of the attendee contributing an utterance to the AuTM Session is as follows.
As mentioned previously, Clients deal with utterances on an individual basis. When
the attendee speaks, NS picks up the increase in signal to noise ratio (SNR) coming
from their microphone. NS then fires an event (OnUtteranceBegin), which prompts the
Client program to record the system time, and this is stored as the start-time of the
utterance.

As the attendee continues to speak, NS builds up the complete string of words
representing the entire utterance.

The end of the utterance is detected when the user has been silent for longer than some
threshold period. If this threshold value is too small, then the gaps between words in
the one sentence are incorrectly identified as the end of the utterance, and if the value
is too large consecutive sentences will become a single utterance. The ideal case is
when each utterance constitutes a complete sentence, which would aid the readability
and ease of comprehension of the transcript. Clearly this is impossible, as people are
inconsistent with the way they pause during speech. When NS detects this period of
silence it registers the end of that utterance.

Once NS has finalised that text, it puts it into a text box (a GUI component that displays
text) that both NS and the Client are able to access. In the case of the AuTM Client, the
text box used is the size of a single pixel, that is, invisible to the user. Once the text has
been installed in the text box, NS fires another event (OnUtteranceEnd), signalling to
the Client that the utterance has ended. The Client program records the time of
handling that event as the finish time of the utterance. This is only an approximation,
as it is actually the time that NS finished recognising the utterance that is being
recorded. NS does not recognise words as soon as they are spoken, rather it keeps a

11
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buffer of audio that it works through at slightly less than real-time, however, on fast
machines this approximation is small enough to be safely ignored.

So the Client then has the start and finish timestamps and the text of an utterance. Its
OnUtteranceEnd event handler bundles this information together and sends the total

to the Server.

The SUI thus requires very little conscious control by attendees. They simply need to
speak naturally, NS segments their speech into utterances, and the Client automatically
forwards those separate utterances onto the Server.

In casual discussion-type dialogue interruptions are quite frequent (Morgan et al. 2001),
so this case needs to be addressed. As each attendee has their own computer, there is
no problem with two or more attendees talking simultaneously as the headset
microphones pick up only their owner’s speech. NS will individually process the
speech, and their Clients will then send the message to the Server, which will handle
them one at a time, and will queue other messages until it can deal with them. So
interruptions do not require special handling in order not to miss any text. However,
interruptions are handled differently in terms of representing the utterances in the
transcript. An Interruption utterance is identified by its two timestamps. If the start-
time of an utterance precedes the end-time of the utterance before it, then it is
considered to be an interruption. To highlight this, the timestamp of the interrupting
(second) utterance is written in red in the transcript window.

As discussed earlier, the timestamps recorded by Clients in their event-handlers are
approximations only. Particularly on slower computers, the end-time can be much
delayed from when the attendee actually stopped speaking. For these reasons, an
empirically derived threshold of 100 milliseconds is used to determine interruptions.
That is, an utterance’s timestamp must be out of order by more than 100 milliseconds
before it is considered an interruption.

3.2.5 Recording Utterances

An important feature of the AuTM prototype is saving the audio from each spoken
utterance made by an attendee. The purpose of saving the audio is to provide a means
for manually correcting errors made by the ASR. An Utterance Recorder component
was developed to manage the recording of the audio.

The Utterance Recorder has two primary features:

e to allow the speaker to select which of the computer’s audio devices will be used to
record utterances, and to test it; and

e to control the recording of spoken utterances.

The audio from each utterance is required in two instances: one for NS to transcribe
speech into text and one for the Utterance Recorder. As mentioned earlier, NS is a
speaker-dependent ASR, and speaker-dependent ASRs require a training process for
each speaker prior to their use. As part of the training process for NS, the program
initialises a speech engine by creating an engine-audio pair. The engine-audio pair
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consists of a speech-engine mode and an audio source object (Kotmel 2000). The audio
source object transfers speech data from a source, such as a microphone plugged into
the computer’s sound card, to the NS speech engine. However, the NS Delphi Active X
controls do not allow sharing of the audio source object in its engine-audio pair. This
presents the problem of how to provide the audio from each spoken utterance to NS
and the Utterance Recorder simultaneously. The solution involved using a 2-way stereo
audio splitter, which provides two stereo tip-ring-sleeve (TRS) audio plugs from the
one stereo TRS socket. Figure 7 shows a diagram of the audio splitter.

1 x 3.5mm TRS socket

Figure 7 Illustration of audio splitter

Hence, the configuration of the audio components consists of an analogue microphone
connected to a 2-way audio splitter, which is in turn connected to two audio devices of
the computer. The audio devices can include two sound cards or two USB adapters,
not one of each. Figure 8 illustrates the configuration of the audio components with
two Andrea USB adapters.

Andrea NC-72 Microphone/'
Andrea USB Adapters
"

i
/

2;way Stereo Audio Splitter

2 LISB Ports

Computer

Figure 8 Configuration of the audio components for AuTM
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The USB adapters provide analogue to digital conversion of the speech data from an
analogue microphone for plug and play USB connectivity without the need for a sound
card (Andrea Electronics 2002). Trying to use only one USB adapter and a sound card
damaged a microphone beyond repair. The cause could be attributed to the Andrea
USB adapter providing the bias voltage for the microphone on the tip of the TRS
socket, while the sound cards provide the bias voltage on the ring of the TRS socket.

The 2-way splitting of the analogue audio signal from the microphone reduces the
signal voltage of the speech data. However, preliminary testing indicated that this did
not significantly degrade the performance of NS. If this was not the case, a more
sophisticated 2-way splitter would be required involving the pre-amplification of the
audio signal.

As there were at least two audio source objects, a method for selecting which audio
source object would be used for NS and which would be used for the Utterance Recorder
was required. The NS Audio set up wizard dialogue was used to prompt the user to
select which of the available audio source objects are to be used for NS. Figure 9 below
displays the first window from the NS Audio Set up wizard.

Choose your sound system

Figure 9 The Choose your sound system window of Dragon NaturallySpeaking version 5

A simple Audio Device Options dialogue was created to make the user select the audio
source object for the Utterance Recorder (see Figure 10 for an example) without having
to bring up the Audio Set Up form.
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‘e AuioSeUp R

Figure 10 The Audio Device Options dialogue window

An AuTM Audio Set Up form provides a user interface for troubleshooting and testing
audio source objects for the Utterance Recorder. The form is divided up into six sections:

1.

5.
6.

Figure 11 shows the AuTM Audio Set Up form. Note the Query function has been

The Utterance recorder device options selection box lists the audio source
objects available and provides a means for changing the one selected for
the Utterance Recorder.

The Speech recognition device selection box displays the audio device used by
NS.

There is one Test function available, the Query function. The Query function
displays the name and features of each audio source object found.

A Status bar displays the operational state, which include Idle, Buffering
and Recording. The Status bar is sensitive to the level of the signal being
recorded and is colour coded. The status bar is black when Idle, green
when Buffering and red when Recording.

The Query display provides a space to display the names and features of the
audio devices found following selection of the query function.

The Utterance tracker displays the name and path of the utterance audio
files produced by the utterance recorder.

selected and the filenames of two utterances are displayed.

15
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AuTM Audio Set Up

) Uterance Recordet Devics Optigns———
S lé S

udhe Devwee )

There were 3 devices found.

/.| {Device 1 Name: VIA Audio (WAVE)

[ |Device 1 Features:

Full-duplex suppon, 11.025/22.05/44.1 kHz, Mono/Stereo, 8/16-bit Piayback Controls:
Separate L/R Volume

"[.|Device 1 Details:

4] Mixer devices present 3. DevicelD 0 has:
Vaolume CantralDastination M Wave(Snuree 1)

r.Utteran’cé‘Trdee}:”-z e RS
@) Recorded File: C:\Utterances\Jason Littlefield_731005 19400955 wav
.| |Recorded File: C:\Utterances\Jason Littlefield_731005 19406473 wav

Figure 11 the AuTM Audio Set Up form

The NS SDK provides six Active X controls for Delphi, one of which is the Engine
control object, which provides control of the topics, speech engine and languages. There
are two events that can be triggered using the Engine control object: OnUtteranceBegin
and OnUtteranceEnd. The OnUtteranceBegin event is triggered when the speech engine
has detected the beginning of an utterance. Initially the Utterance Recorder was
designed to start recording when an OnUtteranceBegin event was triggered and stop
recording when an OnlUtteranceEnd event was triggered. However, there was a delay
between the beginning of the utterance and the event being called. This delay caused
cropping of the first half second of an utterance.

The solution to this cropping problem involved using a circular buffer that utilises both
the left and right channels of a stereo microphone. The buffering is activated and
deactivated when the Microphone button on the Client Main window is turned on and
off. When the buffering is activated, the audio signals from both the left and right
channels of the microphone are recorded simultaneously. On alternate intervals of half
a second the audio recording from either the left or right channel is cleared. When an
OnUtteranceBegin event occurs, the buffer that is longest at the time continues
recording, rather than being cleared. Thus the OnUtteranceBegin event is now a flag to
continue recording (keeping about half a second of audio recorded previous to
receiving the event), rather than to start recording. When an OnltteranceEnd event
occurs, the audio recording from the spoken utterance is saved as a mono, 16 bit,
11kHz WAVE file. Then the cyclic buffering resumes.
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At the conclusion of a Session, Clients receive a signal from the Server, at which point
the Clients send their audio data to the Server. The Server then re-assembles the audio
files, and the moderator can listen to the audio of each utterance separately.

3.3 Server Application
This section of the report details the server-side of the AuTM prototype.
3.3.1 Role and features

There is one instance of the AuTM Server program run per Session, and it is the Session
moderator who runs and controls it. The Server program can run on the same
computer as one of the Clients, if the moderator is also a speaker. The purpose of the
Server program is to centralise and control the communication between the Client
programs and also manage the Session itself.

On starting the Server, the moderator is requested to identify an agenda file, which is
used to read in the Session agenda. This file is a simple text file, in the following
format: the first line contains the title or purpose of the Session, the next line is blank
and each line after that to the end of the file contains the title of one item. Tab
characters are used to indicate the nesting of agenda items, with a sub-item having one
more tab character at the start of its line than its superior. If the moderator chooses to
identify a correctly formatted file at this point the Server will parse the file and then
display a representation of the agenda in the Server’s Agenda window. This agenda
cannot change during the Session.

After loading the agenda, the Server then opens up its TCP/IP port, waiting for
connections from Clients. Clients must achieve two successful connections to the Server
before they are considered part of the Session.

In order that the Server correctly pairs these separate links, it stores the IP and port
numbers from which each first link is made. When a second link is made, the Client re-
sends this information so the Server can find the existing connection to pair it with.
This means that multiple Clients can connect from one machine, and that Clients do not
have to make their pairs of links one at a time. (The Server can tell whether a new
connection is a Client’s first or second link by analysing the first message that it receives
through it.)

At this stage Clients also provide their AuTM Session username, as chosen by their
attendee. If the given username clashes with another username already in use in the
Session, the Server will send an error message to the Client, and that attendee will be
requested to enter a different username. Even in the case of a username clash a Client
will succeed in establishing a first connection. This is because the Server identifies
Clients by their IP and port numbers rather than by their usernames.

Clients then attempt to make a second link. The port a Client uses will be different to
the first connection, as they are quite separate and independent. The first message a
Client sends on making the second connection is the IP and port it is using for its first
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connection. This is so the Server can identify which of its active connections is the first
link that Client made. If the Server cannot find a first connection it will reject a Client’s
attempt to connect a second time. If the Server can find the first connection, then it goes
ahead with establishing the second.

As the second connection is used for the server-to-client messages, at this point the
Server can begin to send control messages to the Client. The first of these messages
informs Clients of their client number and colour. Client numbers are used to identify
clients in the messages, to avoid relying on usernames which are strings and therefore
inefficient and awkward to use. Client colours are used to aid identification of
attendees in the transcript. At this point, the Server also informs every Client of all the
usernames, client numbers and colours of other Clients that are already part of the
Session. The Server also sends the meeting title and agenda items to Clients. If a Client
joins a Session after transcription has already begun, then the Server will bring it up to
speed by sending it the entire current state of the transcript. This concludes the
processes undertaken when an AuTM Client connects to the AuTM Server.

After the intensive set-up stage, the role of the Server is much reduced. Once all Clients
have connected and housekeeping messages are out of the way, the Server’s only
significant purpose is to echo the utterance messages it receives from one Client to all
others. The process of a Client building utterance messages was described in 3.2.4.
When the Server receives such a message, it first splits the message into its parts. This
is so the Server can build up its own transcript of the Session, and because the message
that a Client sends to a Server is of a different format to one that is sent from a Server to
Clients. That is, the Server must unpack, store the parts of and then reassemble in a
different format, each of the utterance messages. So, when the Server receives an
utterance message, it first commits that information to its own record of the Session. It
then re-packages the information to copy out to all Clients. Note that it sends the
message to all Clients, including the one that sent the original utterance message.
When Clients receive the utterance message from the Server, they all update their
displays accordingly.

The moderator can use the Server program to perform various other tasks in creating
the meeting record. This includes the ability to compose and send a short text message
to the attendees. This message is separate from the transcript, and thus is a way for the
moderator to communicate with the attendees ‘off-the-record’, for example, when
setting up the Session. The moderator can also select the current agenda item, which
the Server then relays to Clients so they can update their Agenda windows for the
attendees.

AuTM incorporates the concept of Highlights. Highlights are a way of recording the
most important parts of a Session as English sentences. Along with the moderator
being able to simply type in the text of a Highlight, the Server also provides
functionality to increase the speed of entry of common Highlights, such as action items
and motions. This is discussed in more depth in 3.3.2. Once the moderator has entered
a highlight, the Server sends it as a message to the Clients. The Clients then update their
Highlight windows so the attendees can see the changes. This means that each attendee
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has a complete list of the Session Highlights on their desktops, which they can scroll
through.

The moderator can end the Session, whereupon the Server finalizes the transcript and
requests the Clients to upload their audio files. As the files are currently stored as
uncompressed Windows PCM 11,025Hz 16-bit mono wave files, this takes some time.
Once this process has finished, the socket connections with the Clients are all closed.

The Server then scans the transcript to tidy it up. If an attendee contributed two or
more consecutive utterances, then a new utterance is created with the start time of the
first utterance of the series, the end time of the last utterance and the text of all the
utterances in the series. The text of each utterance in the series is concatenated, with
the first letter being made a capital, and appending to it a full stop and two spaces.
That is, each utterance in the series becomes a single sentence, and the series becomes a
paragraph. This is done in order to improve the simplicity and readability of the
transcript.

At the same time as the text of consecutive utterances are being joined, the same thing
happens to the audio files of those utterances. As the Server has one audio file for each
utterance of every user, when the texts of some utterances are joined, the
corresponding audio files should also be joined.

The moderator can double-click on any row of the Transcript window to edit that
utterance. This is explained in more detail in 3.3.2.

When the moderator has finished editing the transcript to their satisfaction, they can
save it. There are two formats in which it can be saved: as an HTML file (in which case
one can use any web browser to view it), or as a Microsoft Word document.

The HTML transcript is created by including HTML formatting tags around the
various sections of the transcript, such as: the title of the Session, the names of attendees
present, the Highlights, the agenda and the transcript itself. There is a sample HTML
transcript in Appendix A.

The transcript file includes a table that is similar to the Transcript window. The file’s
table has two extra columns, one for the agenda item and another for the utterance
end-time. The utterances are time-aligned with the agenda items, to indicate which
utterances were spoken during each agenda item. The end-time is included to provide
more information about the transcript. This extra information introduces the ability to
represent two types of interruptions in the transcript. The ‘overlap’ interruptions are
those in which an utterance’s start-time precedes the end-time of the utterance before
it. In this case, the interrupting utterance’s start-time is highlighted, the same as in the
Transcript window. The ‘within’ interruptions have their start-time and end-time
precede the end-time of the utterance before it. In this case, both timestamps of the
out-of-order utterance are highlighted.

The table also includes a hyperlink to each utterance’s audio file.
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The Word document is created by opening up a temporary copy of the HTML version
in Word, and then saving it as a Word file (a file with the “.doc” extension). Note that
this process is carried out programmatically, i.e. no user invention is required.

3.3.2 Graphical User Interface

The design and appearance of the Server’s GUI is very similar to that of the Client. Itis
also based around a floating Main window, and has the same child windows: the
Transcript, Agenda and Highlights windows. However, there is more functionality
avallable through the Server versions of these windows.

3?29PM o

4 Zschom |

Figure 12 A screen shot of the Server Main window

As Figure 12 shows, the Server Main window is similar to the Client Main window.
They both have the eight boxes of two-line attendee names. The differences are that
the Server Main window lacks the Recording group box (where the NS Microphone
Button and Results Box are situated), and it includes the Session menu. As the Server is
designed to be entirely keyboard and mouse driven rather than voice enabled, there is
no need for the Recording group box. The Session menu includes one item, the End
Session command. The moderator selects this item when he or she considers the
meeting to have ended, and this triggers the concatenation process discussed in 3.2.1.

As with the Client program, the Server has a View menu, through which the moderator
can toggle the visibility of the Transcript, Agenda and Highlights windows. These
windows all appear identical to the Client versions (shown in Figure 4, Figure 5 and
Figure 6). The Highlights windows are also identical in function, while the other two
windows have more functionality as Server windows than they do when part of the
Client program.

The moderator can select the item currently under discussion in the Agenda window,
whereas the attendees’ Agenda windows are ‘read-only’. As the moderator clicks on
each agenda item every attendee’s Agenda window is updated accordingly. The time
that the moderator clicks on an agenda item is recorded, so that when creating the
document versions of the transcript, the agenda items’ timestamps can be used to line
up the agenda flow with the utterance records.

The moderator can add Highlights (see 3.3.1) to the meeting record by right-clicking on
an utterance in their transcript window. This causes a small menu to pop-up, giving
the moderator the choice of using that utterance as the basis for a new motion, action
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item or ordinary text Highlight. Depending on which of the three choices, one of the
three following windows will then be displayed.

+f* New highligh

The main criterion is whether it helps us reach out target
audience today followed the sport

Figure 13 A screen shot of the New Highlight window

This is the window that is displayed when the moderator selects the ordinary text
Highlight option. The recognised text from the utterance is inserted into the text box,
where the moderator can edit the text to make it suitable to enter into the meeting
record. This happens when the OK button is clicked.

Figure 14 shows the window that is displayed when the moderator selects the ‘action
item’ option. The moderator first picks out the attendee (or attendees) who is
responsible for the action item from the list of all Session attendees. The recognised
text from the utterance is inserted into the Description text box, where the moderator
can edit it. The moderator can then use the date picker to select the ‘due date’ of the
action item, and then commit it to the meeting record by clicking the OK button.

‘New Action Item

Hmponsnbﬂlhes

Description’

st

 andenzochon S
d B o

{The main criterion is whether it helps us reach out
target audience today followed the sport ‘Q

ason Littlefield

by [ 2770872001

“Messagethat -

Figure 14 A screen shot of the New Action Item window

Figure 15 shows the Motion window. The recognised text from the utterance is
inserted into the text box, where the moderator can edit it. The proposer and seconder
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are then chosen from the combo boxes, each of which contain a list of attendees. The
moderator can then choose the motion’s status. The Highlight is committed to the
meeting record when the moderator clicks the OK button.

; The main criterion is whether it helps us
reach out target audience today followed  § T
the sport ason Littlefield

Figure 15 A screen shot of the Motion window

When any of the Highlights are committed to the record, the Highlight windows of the
moderator and each client are updated.

The purpose of these mechanisms is to increase the speed at which the moderator can
enter this information. By selecting a particular utterance to base a new highlight on,
the moderator avoids having to type each item ‘from scratch’. The Action Item and
Motion windows are timesaving ways of entering an ordinary text Highlight. Once the
moderator has used the GUI components to quickly enter the important information,
the Server takes each bit of information and forms a proper English sentence.

Each of the Highlight windows has a Message That button. Clicking this button causes
the Server to send a message to each Client, containing the text of the Highlight. These
messages pop up in front of Client windows, so it is brought to the attendees’ attention.
This function could be useful when voting. The moderator could enter a new motion
and then click the Message That button so that each attendee can read the motion as it
will be entered into the records before they vote on it. Note that the Highlight is not
entered into the record when the moderator hits the Message That button.

Once the moderator has ended the AuTM Session and the utterances have been
concatenated, they can edit the utterance records. By double-clicking on an utterance
in the Transcript window, the moderator can bring up an Utterance window (Figure 16).
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From this window the moderator can play the original audio of the utterance, and use
it to identify and correct any recognition errors. When they click the ‘OK” button the
transcript is updated to reflect changes made.

How do you choose the particular sports you are

involved woul

Figure 16 A screen shot of the Utterance window
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4. Discussion

This section of the report discusses some of the interesting and improvable aspects of
AuTM to date.

It should be noted that the design of the applications as presented in this report is less
than ideal for real-world use. If this system were to be put into everyday use it would
be better to have a single, symmetric Client/Server program. That is, every AuTM
program would be capable of assuming the roles of both Client and Server, but that in
any given AuTM Session only one of the programs would act as both, and the others
would all be normal AuTM Clients. This would mean that the meeting moderator is
able to contribute to Sessions just like an attendee, but that the other functions of the
Server program would be opened-up to the attendees.

There are also some technical problems with the prototype that ought to be overcome.
The most prominent of these is the problem of focus. Focus is the concept by which
MS Windows determines which GUI component should receive keystrokes and mouse
events. That is, if you are typing into a particular text box, then that is the object that is
said to have focus, and no other objects have focus at the same time. Focus is a
problem because of the way NS sends its output to the Client program. The speech
integration mechanism that is used requires that a particular text box be chosen for NS
to send its recognition results. This implementation is such that NS will only send its
speech recognition results when the chosen text box has focus. So if an attendee
decides to bring up a document during an AuTM Session, then focus will be taken from
the AuTM Client, therefore anything that the attendee says will be ignored and not
contributed to the transcript. This is a problem that needs to be solved if attendees
were to use their computers for other tasks while running the AuTM Client. This focus
issue would also need to be solved if the Client and Server programs were rolled into
one. For instance, if the moderating attendee starts adding a highlight they would lose
focus on their text box.

The dual-socket links are, in some respects, a bit clumsy. As each Client must connect
to a Server twice, there is more room for error in trying to keep the two links ‘in order’
and working in harmony. For instance, if the Server loses track of which initial link
corresponds to which second link for a Client, or if one of a Client’s two links is lost, it
becomes unclear whether it is truly connected or not. However, everything lost to
clumsiness is overcome by the gain in ease of implementation. As messages must be
sent from Server to Client and vice versa and as the message flow does not alternate
from one direction to the other, having two links removes many of the problems
created when using one socket connection to do all the work. Most of these problems
seem to come about from the Delphi implementation of sockets. When relying on the
standard OnRead and OnWrite events of the TClientSocket object and only one
connection, it proved difficult to achieve reliable duplex communication. By
employing two sockets, the Client and Server themselves are able to keep track of when
the sockets can be written to, rather than rely solely on the events.
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The Transcript window as presented in this report is only one of the many possible
ways of displaying the transcript information. In AuTM’s case transcripts are meant
only to provide a record, not necessarily an accurate verbatim capture. This is because
the attendees ought to be interacting with each other, as in a normal meeting situation,
rather than with their computers. This being the case, it is still preferable to represent
transcripts in a manner that is extremely easy to read and follow, especially from a
greater distance than one might normally be from computer screens.

The display type shown in Figure 4 is a ’scrolling’ display. In this mode, each
utterance is appended to a list of previous utterances and the list is moved up. This
means that the most recent utterance is always displayed on the bottom of the list.
Colour is used to identify who contributed the utterance, which provides extra context
for the reader (Brooks 2000). This mode has the advantages of being simple to
implement and it lends itself to scrolling back through the transcript. Its major
disadvantage is that the text moves every time a new utterance is added, which, it is
assumed, makes it less easy to read.

Another format could be described as a ‘moving-blank’ display, an example of which is
shown in Figure 17. Moving-blank displays are similar to the scrolling display, except
that once the window fills with utterances the next is added at the top, and then it
continues down until full again, rather than the list simply scrolling up. The reason it
is called a moving-blank display is because when a new utterance is added, the line
below it is blanked out. This blank line serves to differentiate between the newly
added utterance and the existing utterances. In effect, it appears that the blank line is
continually moving down the window, while the utterances themselves remain
stationary until they are removed. This display has the advantage of having static, and
therefore easy-to-read, text. It has the disadvantage of being difficult to implement,
particularly when scrolling back through the entire list of utterances.
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«."|Jason Littlefield

10:23:15

Sports marketing is just
one of the tools we use to
reach our customers

Andrew Zschorn

10:23:20

As a proportion of your
overall marketing budget
how big is sports
sponsorship

Jason Littlefield

10:24:27

It is a significant
investment

N Andrew Zschorn

10:24:31

How do you choose the
particular sports you are
involved with

10:24:36

The question we ask is
does our target audience
follow the sport

10:24:27

It is a significant
investment

Bl Andrew Zschorn

10:24:31

How do you choose the
particular sports you are
involved with

Jason Littlefield

10:24:36

The question we ask is
does our target audience
follow the sport

Andrew Zschorn

10:24:41

Having your technology
used at an event is an
important part of IBM's
involvement how do you
measure the
effectiveness of that

Andrew Zschorn

10:24:31

How do you choose the
particular sports you are
involved with

Figure 17 An example of the Moving Blank display

Initially, the utterances are
simply inserted in
chronological order, down the
list.

v

< Once the list has filled up, the
next utterance is inserted at
the top.

< The next row is made blank.

@ The next utterance is inserted
below, and the blank moves
down the list. The process
repeats when the list fills
again.

Brooks (2000) presents a list of characteristics of good visual presentations of speech
when a text display is the only way of following a discussion. The moving blank
display is preferred, with high contrast and large, simple text showing at least 50

words at any time.

A ‘columnar’ display would have two or three identical panels into which utterances
can be added. Once one panel is full, the following utterance is added to the next
panel, so one could follow the utterances as they appear much like one would read
down columns of a newspaper. This mode has the advantage of having static text and
an easy way of scrolling back through the utterances (flipping backwards like the
pages of a book). It has the disadvantage of being difficult to implement and taking up
more screen space than the other methods discussed.
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There are any number of other methods for displaying this information. These three
(scrolling, moving-blank and columnar) are those that appear to us to be most obvious
and likely to be used. Each of these should be evaluated in order to decide which is
best. Alternatively, each can be made available to the attendees, who can then choose
which they prefer.

The goal of relying only on generic hardware has been met. Apart from the USB
microphone adapters, only standard PCs or laptops, microphones and a LAN are
required to use the AuTM prototype. While other transcription projects, such as one at
the International Computer Science Institute (ICSI) (Janin 2001; Morgan et al. 2001) and
a project at Carnegie Mellon University’s (CMU’s) Interactive Systems Laboratories
(Waibel et al. 1998, 2001; Yu et al. 1998, 1999, 2000; Gross et al. 2000) use fewer
computers, they require a special meeting room, with all the microphones and other
hardware ‘installed’.

Janin (2001) stated that attendees object to audio and video records being made of their
meetings. He found the resistance less marked with audio records, and that attendees
felt more comfortable when they were able to ‘bleep out’ sections of the record that
they wished to remain private to the meeting. In the case of the AuTM prototype, the
attendees can deactivate their own NS Microphone Button to talk ‘off the record’. Using
close-talking microphones means that their voice will only be picked up by another,
active microphone if they speak loudly.

AuTM has not as yet been evaluated. There has been no attempt at this stage to test the
proposed system out in a meeting or interview in order to assess its performance,
practicality or functionality. Thus the current state of the prototype is not based upon
user needs, but the assumptions of the developers. A thorough evaluation of the
prototype would enable us to identify the strengths and weaknesses of AuTM and thus
improve the system.

4.1 Speech Recognition

As AuTM is yet to be evaluated, the recognition performance of the system is beyond
the scope of this report. The AuTM concept stands as-is, and the recognition accuracy
is quite a separate issue. Further detail of expected speech recognition accuracy of the
AuTM system can be found by referring to various studies conducted under the DSTO
task ARM 98/288 “Application of Speech Technology and Human Computer
Interaction Research to Military Messaging” and it’s successor, JTW 01/092 “Human-
computer interaction research, including speech and natural language approaches, in a
Command Environment”. These include evaluation of NS in noisy environments
(Littlefield et al. 2002) and the measurement of the recognition accuracy of
conversational speech versus pre-scripted speech (Broughton 2002).

However, there is room for a short discussion on the impact of less than perfect speech
recognition on the usefulness of the prototype.

The decision to use a speaker-dependent ASR with headset microphones is a departure
from the systems at ICSI and CMU. These systems are both pursuing the use of a
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speaker-independent ASR, and avoiding or, at least seeking to do away with, the use of
headset microphones.

Speaker-dependent ASRs have the advantages of being usable by speakers with a
wider range of speaking styles and accents and of improving the more they are used.
Also, unlike speaker-independent ASRs they typically have very large vocabularies
and their grammars do not need to be predefined, meaning fluid, unstructured speech
can be recognised. They have the disadvantage of needing to be trained for use by
each speaker (although, in the case of NS version 5, the minimum required training
time is only around 5 minutes). Also, a separate instance of the ASR needs to be
running for each speaker.

Headset microphones have the advantages of extremely high sound quality (which
aids ASR accuracy) and increased control over what is recorded. They have the
disadvantage of being a nuisance and ‘tying down’ attendees (although this effect
could be lessened by using infrared headset microphones).

The debate over the best ASR and the best microphones may be unnecessary as there
may not be a need for 100% recognition accuracy at all, depending on the application of
the system.

If a transcript is only used as a way of indexing, cataloguing or searching an audio
record, then the recognition need not be perfect. In this case, it would be the audio that
constitutes the session record, and speech-recognition would only be a convenient way
to produce an index of that audio. The performance of such a system would depend
on the accuracy of the speech recognition of the key utterances and words that are used

to make the index.

A system that can perform a similar task to this is discussed in Hauptmann (1995) and
Wactlar (2000). It uses speech recognition to label sections of recorded video. Users
can then find segments of video by entering keywords, with the results being those
segments whose recognition transcripts contain the keywords. Wactlar (2000) states
that even in a situation where the recogniser is producing a word error rate of 50%, the
recall function still performs at 85% of optimal. The high level of keyword repetition in
discussion-type communication is partly responsible for the system’s resistance to
higher word error rates (Wactlar 2000).

Of course if, at the other extreme, the audio-recording side of AuTM is removed then
the accuracy of the recogniser becomes extremely important. Refer to Broughton (2002)
for some figures on the recognition performance of the system under these conditions.

4.2 Related Projects
There are at least three other projects underway that have goals similar to AuTM'’s.
These are being conducted at:

¢ BBN Technologies;
¢ International Computer Science Institute (ICSI) at Berkeley University; and
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e Interactive Systems Laboratories (ISL) at Carnegie Mellon University.

These projects are all similar in their approach, and this approach differs significantly
from AuTM'’s. Each uses its own in-house speaker-independent ASR - all of which
were initially developed for slightly different purposes, and then adapted and
optimised for the meeting case - to recognise the speech of all attendees. This is the
most significant difference between these projects and AuTM, which uses multiple
instances of a COTS speaker-dependent ASR. While their approach means they have
far more control over the ASRs, they are less powerful than NS. For instance, NS
version 6 has a total vocabulary size in excess of 250,000 words (ScanSoft 2002), while
the ASRs used in the other projects have between 34,000 and 45,000 words (Waibel et
al. 2001; Stolcke et al. 2000; Colbath et al. 1998). The figure for NS is the total number of
words in its active and backup dictionaries, while the others are measuring only word
roots. Still, encountering Out Of Vocabulary (OOV) words is a greater problem for the
other projects than for AuTM.

Yu et al. (2000) describe how to automatically search for and analyse Web pages to find
words that are related to those an ASR is correctly recognising, but which are not
already in its vocabulary. As words can be added to and removed from NS
vocabularies by users, in AuTM’s case each attendee is responsible for maintaining
their own NS vocabulary. To keep low the number of OOV words encountered, each
attendee should edit their NS vocabulary so that it closely matches the vocabulary he
or she uses in AuTM Sessions. This is most important for keywords.

Speaker dependent ASRs, such as NS, also have the property that speakers can correct
recognition errors, and the ASR uses this information to improve its performance for
that particular speaker. (It is unlikely that one would do this during a meeting, as it
would be disruptive, rather one would do it off-line.) In this way, attendees can
themselves improve the accuracy of the transcript. The accuracy of speaker
independent ASRs cannot be improved in this way.

The BBN (Colbath et al. 1998) and ISL (Waibel et al. 1998) projects have a strong
emphasis on meeting browsers. These are applications used to navigate text, audio
and video records of a meeting. The BBN meeting browser is particularly advanced,
with time-aligned automatic topic classification, and a search function. In contrast,
AuTM produces simple HTML transcripts, which any web browser can view.

The ISL project can automatically summarise the transcription (Waibel et al. 1998), and
the BBN system can do automatic topic detection (Colbath et al. 1998). This automated
approach contrasts with that of AuTM, which is to leave the summarising up to a
human minute taker or moderator.

Like AuTM, the ICSI project also uses head-worn microphones (Morgan et al. 2001),
although they also make recordings on lapel and desk microphones with a view to
substitute that less obtrusive technology in the future. ISL’s system uses lapel
microphones only (Yu et al. 2000).

Two problems brought about by using lapel or desk microphones and one ASR are
speaker change detection and speaker identification. As the audio signal from
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attendees’ speech is picked up in more than one audio channel, it is necessary to
identify which attendee is the dominant speaker by using speaker separation
techniques. These issues do not arise when using head-worn microphones and
separate recording channels, as in AuTM’s case.

Also, AuTM's approach of using one close-talking microphone per attendee makes
handling overlaps and interruptions a trivial matter. If two or more attendees talk at
the same time, their utterances are timestamped and recorded independently. All
speech information is retained as every audio record is included in the transcript, and
timestamps indicate if any utterance overlapped or interrupted another.

As stated earlier, one of the features to be built into AuTM is that of streaming and
capturing video of attendees. Of the three other projects only the ISL’s can capture
video of attendees. This is also used to aid speech-based speaker identification, by
using colour cues and face identification.

Waibel et al. (2001) mention using the ISL system with attendees in remote locations.
This is perhaps where AuTM is heading in the near future, and a task to which it is
suited. Although it is not stated explicitly, the other three projects seem to be centred
around a ‘special’ meeting room which is perhaps wired with microphones and has
computers with eight-channel sound cards and so on. In contrast, AuTM is more
mobile in nature, and its almost exclusive use of commonplace hardware and software
means that it should be cheap and quick to deploy.

In summary, there are at least three other projects that have goals similar to AuTM’s.
They have far more in common with each other than any of them have with AuTM. All
of them use a single, in-house speaker-independent ASR compared with AuTM'’s
multiple, COTS speaker-dependent ASRs. AuTM is intended to be mobile and not to
rely on specialist hardware, while the other three projects appear to use a purpose
meeting room.

4.3 AuTM modified for FOCAL

A version of AuTM has been developed as a concept demonstrator for the Future
Operations Centre Analysis Laboratory (FOCAL). The current version provides the
ability to log a ‘Question and Answer’ session between a single human operator and a
Virtual Advisor.

The system developed for the FOCAL is a ‘cut down’ version of the AuTM system
described in this report. However, it provides an output that closely represents the
original system. For the FOCAL version, the software to perform the AuTM capability
has been developed in the Python programming language. This came about as existing
Python software provided a socket communication between NS running on a PC and
an SGI machine. The SGI machine receives questions from the PC and provides the
Virtual Advisors graphics, artificial intelligence and voice synthesis.

In this demonstrator version, the human operator’s question is converted from speech
to text using NS. This question string provides a record of the human operator’s
utterances for AuTM and is also passed via a socket connection to the Virtual Advisor
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on the SGI machine. The Virtual Advisor processes the question string and an answer
string is produced. This answer string is passed to a speech synthesis engine as part of
the Virtual Advisor and also directly to the AuTM system on the PC.

The output produced by this version of AuTM is only available in HTML format and it
provides an additional hyperlinks column for any images or movies that are presented
in a response from the Virtual Advisor. As an example, the Advisor may present an
image of a particular aircraft that it is presenting information on. A hyperlink to this
image is stored along with the transcribed text, allowing a reader of the transcript to
view any images that were presented during the conversation.

Virtual Communication

Loudspeaker

T

Dragon Naturally : Virtual E Virtual
Speaking i Advisor TTS § Advisor
.......................... 1 -4—._._._.-.—.—-—‘.—-? Graphics
Python Python :
Artificial :
AuTM(F) Intelligence :
Q i
‘ Socket _A"“‘" Socket -‘j ;
Comms jg——-—{ Comms |g———d i
) 4 .
PC SGI Machine
HTML
Transcript
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5. Future Directions

The first area of improvement to the AuTM system should be in overcoming its current
technical problems. This includes: removing its reliance on signal-splitting cable, and
therefore the USB adapters, and solving the ‘focus’ problems so that recognition results
are obtained no matter what attendees are doing on their computers.

The most obvious direction in which to push this project is towards integrating IP
conferencing and other Computer Supported Cooperative Work tools such as group
decision support systems. The ability to automatically generate a permanent text
record of sessions that use this kind software may make them a more effective and

appealing way to work.

At present, the messages sent between Server and Clients contain ASCII and raw
binary. Clearly this is insecure and needs to be changed if AuTM is to be used to
record events that are classified. Both the messages sent during the Session and the
storage of the final transcript need to be made secure. Encryption and password
protection should probably be implemented.

While the Highlights concept provides a useful way for the moderator to distil the
transcript, it requires human control. There are, conceivably, situations in which
AuTM would be used in such a way that the Highlights summary is inadequate or non-
existent. In these cases an automatic summarisation process is necessary.

Any of the information extraction processes may well be applicable in achieving this
goal. The Maximal Marginal Relevance (MMR) metric, as applied in Waibel et al.
(1998), seems to produce excellent results when measuring a human’s ability to
categorise a transcript given only the MMR summary. Evaluating different
summarisation algorithms’ performance given different types of transcripts is certainly
worthy of pursuit in relation to improving the ease of browsing, scanning and storing
transcripts for the long-term.

Another area of development is in applying the AuTM concept to transcribe pre-
recorded audio. In situations in which it is infeasible for every attendee to have their
own computer, it would be much preferable to use a small recording device (such as a
minidisk or digital audio tape recorder) to make only an audio record of the event.
AuTM could then be used to generate the transcript of the audio off-line.

When the development of the AuTM system has reached a satisfactory level, it should
be evaluated. A study should gauge the usefulness, effectiveness, ease, and impact of
employing AuTM in several areas of application, including transcribing meetings,
interviews, brainstorming sessions and computer supported collaborative work. Work
on the prototype so far has been carried out from a highly hypothetical viewpoint. A
real end-user purpose needs to be identified in order to focus AuTM’s development on
that particular situation.
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6. Conclusions

The AuTM prototype described in this report demonstrates one of the possible ways of
using speech recognition to automatically create records and transcripts of discussions.
AuTM has been developed with a meeting application in mind, and as such it provides
some functions that enable minutes to be produced more efficiently.

It also has the ability to record the audio of the attendee’s speech, enabling human-
correction of the recognised text and reviewing the transcript in a more complete and
trustworthy manner. That is, an audio record provides a safety net, making up for the
imperfections of the speech recognition.

The end product of the system is an HTML or MS Word document. This transcript
includes all the attendee, agenda, highlight and utterance information of the Session.
These formats have been chosen for their universal (or close to it) compatibility and
ease of implementation.

Those areas that most deserve urgent development efforts are in a software solution to
remove the reliance on extra audio hardware and integrating AuTM and IP
conferencing software. Removing the extra audio hardware is particularly important,
as one of AuTM’s assets is its low reliance on specialist hardware.

The prototype is based on an, as yet, unproven concept. The real-world applications
are yet to be clearly defined and the prototype is yet to be rigorously tested or
evaluated.

However AuTM does open up a wide range of possible applications and areas of
further development. Several transcription tasks have been proposed, including IP
conferencing, interviews, brainstorming sessions, meetings and briefings. The benefits
of using a system such as AuTM for these purposes needs to be fully explored and
evaluated.
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Appendix A
A Sample Transcript

Below is a sample transcript produced by the AuTM system during a demonstration.

The title of the record, as

Demonstration of AuTM system ¢—u0 o — . . 4 by the moderator.

Meeting convened at 2615061 October 01 (3:06PM on 26 October 2001)
Those present:

The date and time the
Session commenced,

g Andrew Zschorn ¥——__| List of Session

fiziJason Littlefield attendees. recorded automatically.
Agondn : S
o Agenda of the Session, as nominated by the
Transcription / moderator. These are hyperlinked to sections of
. the transcript (below), using timestamps to
Int:
“‘m determine which utterances are related to which
Interruptions agenda item. In this example, the agenda items
Overlap are derived from the aspects of AuTM we were
Within emphasizing during a demonstration.
Highlights
Action Item
Motion

The list of Highlights nominated by
the moderator during the Session. —

Highlights: /

e Andrew Zschorn is responsible for ensuring the task "having a spreadsheet for salary
figures ready for next meeting" is completed by 29/06/01

o The motion "I propose that we call for consultants report on the driveway issue" was
proposed by Jason Littlefield and seconded by Andrew Zschorn, and carried.

Proceedings:

Agenda Item Speaker  Started Finished Audio

Transcription

Interview
Were valued as a company
decides you with an Andrew
established global profile sea Zschorn
in sports sponsorship

15:08:05 15:08:12
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; Sports marketing is just one

of the tools we use. To reach

.| customers and potential Jason e e

i customers. Sport is a great Littlefield 15:08:15 15:08:27
vehicle because people are

I} very passionate about it

As a proportion of your

overall marketing budget Andrew 15:08:29 15:08:34 fl@i

Bt

how big the sports Zschorn
sponsorship
|| The investment. And we use -
|| advertising and PR to Eiflzﬁel g 15:0836  15:08:44 u(@i
| leverage particular properties -
How do you choose the Andrew e
particular sport you are Zschorn 15:08:44 15:08:48 Q@—
involved with b
*| We have very strict criteria Jason v
are used to evaluate Littlefielq 100848 15:08:54 (S@é
I opportunities '
Does this mean you will only -
go for mainstream sports such éndrew 15:08:55 15:08:59 Q:@E
schorn

j as tennis

|| The main criteria. Is whether

b it helps us reach a target Jason -

audience. That they follow o 15:09:00 15:09:10 !E
Littlefield L

the sport. If the answer was

' Having your technology used
at an event is an important Andrew v
part of your involvement how 15:09:10 15:09:17 l<€j~
. Zschorn o

the measure the effectiveness

B of that

When an attendee interrupts
]a‘son. another, the start-time of that |
Littlefil utterance is highlighted. i

| many different ways. But we
| are very different from a
consumer for such as a soft
|| drink manufacturer

Interruptions
Overlap

If I start to speak on the other

person starts to speak and Andrew no. . (é\:
then I stopped by the other ~ Zschorn 15:09:48 | 15:09:55 i J‘
person continues

' That I begin to speak before
the other person has finished
eating and I continue to speak
up the other person has

i7 finished. Meaning out of

Jason

e felq 150952 151005 |r\@~
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Within
If most outspoken in the other
person starts to speak
brighter than I continue to é“sc‘;lr:r‘; 15:10:12  15:10:22
speak was a spot means their
; utterance occurs within mine
I Oneself and I say something  Jason . s (e
| brief Litflefielq 15:10:14 A 15:10:18 (&} 15
Highlights
Action Item
I could have a spreadsheet for Andrew ro
salary figures ready for next Zschorn 15:10:57 15:11:03 _;7
meeting h
| 1 propose that we call for .
consultants report on the {aiizrelﬁel g 15:11:03 15:11:07 (] I=
| driveway issue )
Motion
I I second that Andrew 15:11:08 15:11:09 if@;
Zschorn g
~| The moderator used these last three ?hlemzt;ifﬁ?rﬁe&u;nﬁteg;lig\é bz::
utterances to create the two . . .
Highlights above. earlier than the previous end-time.
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