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Modeling Run Test Validity
SUMMARY

Background

Military physical fitness tests (PFTs) commonly include a distance run
to estimate aerobic fitness. This use of run tests is justifiable
because performance is related to laboratory measurements of maximal
oxygen uptake (VOumax). VOzmax is the accepted reference standard for
measuring aerobic capacity.

Objective

This review tested the hypothesis that endurance run tests are equally
valid for different types of people.

Approach

Literature searches identified 133 studies relating laboratory VO;max
measurements to performance on run tests. These studies involved 1 or
more endurance runs. An endurance run was defined as one that was 22
km in distance or 212 min in duration. Data on validity, population
attributes, and research methods were coded. Hedges and Olkin’s meta-
analysis procedures were used develop a mathematical model to predict
run test wvalidity.

Results
Average validity was moderately high (r = .75), but could vary between
r = .52 and r = .84 in different test situations. Run test wvalidity

was not related to the age, gender, fitness level, or running
experience of the people who were tested. Validity was related to the
type of run test (T for “type,” 1 = fixed-distance; 2 = fixed-time)-
and the sample variability of VOyux (SDVOymx for standard deviation of
VOumax) - The equation to predict validity based on these two variables
was zgs = .059 + (.115*SDVOynayx) + (.197*T). The equation coefficients
indicate that validity was higher in samples with greater VOpm.x
variation and when a fixed-time run test was used. Publication bias,
low power of the studies reviewed, and other potential sources of bias
had little effect on the findings.

Conclusions

Department of Defense PFT run test components are equally valid
regardless of the age, gender, or fitness level of the people tested.
Fixed-time tests (e.g., a 12-min run) might be preferable to fixed-
distance tests. However, this point is debatable because few studies
have directly compared the 2 types of test. Further study would be
needed to determine whether switching to fixed-time tests could
increase the validity of PFT assessments of aerobic fitness.

ii
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Introduction

Endurance running performance is strongly related to maximal
oxygen uptake capacity (VOzmx; Baumgartner & Jackson, 1982; Knapik,
1989; Safrit, Hooper, Ehlert, Costa, & Patterson, 1988; Vickers,
2001a, 2001b). Early reviewers placed the association between r = .60
(Katch & Henry, 1972) and r = .66 (Safrit et al., 1988).

The average validity’ of endurance runs justifies the use of
running performance as a method of estimating VOzmx in many testing
situations. However, for at least 20 years, physical fitness
assessment experts have cautioned that the validity of running
performance as a basis for estimating VO;m.x may depend on the age,
gender, running experience, or other attributes of the people tested
(Baumgartner & Jackson, 1982). Average validity, therefore, may be
misleading. '

Systematic quantitative investigation of factors that affect run
test validity has been limited to a review by Safrit et al. (1988).
Those authors concluded that validity coefficients should not be
generalized. Their conclusion was based on the variation in run test
validity coefficients within different groups. The evidence indicated
that this variation was too great to be dismissed as chance when
different samples of men were compared. The evidence was less clear
for boys and girls because data were more limited for these groups.
The evidence that was available suggested that validity would not
generalize within these groups either. Women were the only group with
coefficients that were stable enough to generalize validity to new
samples with confidence.

Safrit et al.’s (1988) validity generalization analyses focused
the amount of variation in validity coefficients within populations.
The search for variables that could explain the observed variation was
limited to the effects of test reliability. A broader search for
explanatory variables might change the conclusions that would be drawn
from the evidence. For example, Vickers (200la, 2001lb) found that the
length of the run test affected validity. He also found that validity
was lower for fixed-distance runs (r = .72) than for fixed-time runs
(r = .80). Both factors could account for some of the within-
population variance noted by Safrit et al. (1988). If these factors
account for enough variance, the residual variation might be no
greater than expected by chance. If so, the evidence would support the

! The author computed this value from the correlations reported in Safrit et
al. (1988). Those authors only reported a value of r = .741 obtained after
correcting for unreliability of the measures.

2 validity refers to the appropriateness of a proposed interpretation of test
scores (American Psychological Association, 1985). A given test may have more
than one interpretation. Each interpretation can be valid if there is
empirical evidence to support that interpretation. In this report, run test
validity refers specifically to run test performance as an indicator of
maximal aerobic capacity.
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view that validity generalizes within populations, provided the run
test is long enough and the type of test is specified.

Safrit et al. (1988) regarded their results as a framework for
further study. That framework is the starting point for the present
investigation. The general objective is to provide a more detailed
model of run test validity. The model development process addresses
several general questions. Is validity related to the age, gender,
fitness level, or running experience of the study participants? How
much within-population variation can be accounted for by
methodological factors? Do population attributes and methodological
factors combined account for enough variance to conclude that validity
generalizes across samples? Answers to these questions would help
users of run tests select the best available tests for their purposes
and interpret the results of those tests correctly.

The answers to the questions posed above are not self-evident.
For example, age or gender might appear certain to affect run test
validity, but the plausibility of these effects is not proof that they
are present. In fact, Safrit et al.'s (1988) data suggest that these
factors have little effect on validity. Those authors reported average
validity coefficients of r = .69 for men, r = .58 for women, r = .70
for boys, and r = .64 for girls.® Analysis of their data indicates that
gender affects average validity, but that there is no effect of age
and no age by gender interaction.® Thus, their data provided empirical
support for only 1 of the 3 hypotheses about age and gender effects.

Using the Safrit et al. (1988) framework as a point of departure,
this review extends the analysis of run test validity:

A. More evidence is considered. Safrit et al. (1988) covered 34
studies. This review covers 133 studies reporting on 166
samples.

B. Each study contributes a single validity coefficient. Validity
coefficients are averaged when more than 1 correlation is
reported for a sample.® Safrit et al. (1988) treated each
validity coefficient separately. Their approach could yield
misleading statistical tests because the observations being
analyzed are not independent (Becker & Schram, 1994;
Raudenbush, 1994). Developments in meta-analytic practice

3 The author computed the values from data reported in Safrit et al. (1988).
Safrit et al. (1988) actually reported values of r = ,77 for men, r = .64 for
women, r = .78 for boys, and r = .71 for girls., Those coefficients included
corrections for reliability. The reliability data reported by Safrit et al.
(1988) were used to obtain raw correlations by reversing the correction. The
raw correlations are of interest here because they represent what would
actually be observed in a validation study.

Y significance determined from analyses conducted by the present author using
Hedges and Olkin’s (1985) procedures for a 2-way analysis of variance with
gender and age (<16, >16) classification variables.

5 An exception to this procedure was made for 3 of 133 studies. See Methods.
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since 1988 have made it common practice to minimize this
problem by averaging.
C. Coverage is limited to fixed-distance runs 22 km and fixed-

time runs 212 min. Run test validity increases with test
length for short runs, but validity is constant for runs that
meet either of these criteria (Vickers, 200la, 2001b). Safrit

et al. (1988) included fixed-distance runs 21 mile and fixed-

time runs 29 min. The inclusion criterion used in this review
focused the review on run tests with maximal validity.

D. Test type is considered as a source of variance. Validity is
higher for fixed-time runs than for fixed-distance runs
(Vickers, 200la, 2001b). Test type differences are a plausible
source of some of the within-population variation identified
in Safrit et al.’s (1988) review.

E. Age and gender effects on validity are quantified. Safrit et
al. (1988) did not formally evaluate the magnitude of these
effects.

F. Fitness level and running experience are evaluated as
influences on validity. Baumgartner and Jackson (1982)
suggested that these attributes could affect run test
validity. To date, these suggestions have not been analyzed
formally.

G. The variability of VOzmn.x within a sample is evaluated as an
influence on the validity coefficient observed in that sample.
Safrit et al. (1988) did not correct for restriction of range,
a statistical artifact that can affect validity generalization
estimates (Hunter & Schmidt, 1990).

H. A multivariate model is developed to account for study-to-
study differences in validity. This model reduces the risk of
obtaining biased estimates of effects. Effects can be biased
if important influences on run test validity are omitted from
the statistical model. Bias will occur if the omitted
variables correlate with one or more predictors in the model
(cf., James, Mulaik, & Brett, 1982, pp. 71-80).°

I. Hedges and Olkin’s (1985) meta-analysis procedures are used.
Safrit et al. (1988) employed the Hunter, Schmidt, and Jackson
(1982) validity generalization approach. The two approaches
yield similar statistical inferences (Schmidt & Hunter, 1999).
However, the Hedges and Olkins (1985) approach can be adapted
to contrast fixed-effect (FE) and random-effect (RE) models
(Hedges & Vevea, 1998). The RE approach has been recommended

5 For example, consider a possible analysis of age effects. Vickers (200la,b)
found that runs of 1 mile or less are less valid than longer runs. Suppose
that short runs are used more often in studies of children than in studies of
adults. Age and run distance will be correlated. Estimated effects of age on
validity will be biased in analyses that do not control for this correlation.
James et al. (1982) referred to this potential problem as omitted variable
bias. The solution is to identify potential sources of bias (e.g., run
distance) and include an indicator for each source in the analysis if
possible (James et al., 1982).
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by the National Research Council (1992) to avoid overstating
the precision of meta-analytic findings.

Sensitivity tests are conducted. Meta-analysis is a complex
process involving a number of decisions, each of which may
affect the findings (Wanous, Sullivan, & Malinak, 1989).
Biases can be introduced from various sources, including
publication bias (Rosenthal, 1984), outlier data points
(Hedges, 1987; Hedges & Olkin, 1985), and the treatment of
studies with small sample sizes (Kraemer, Gardner, Brooks, &
Yesavage, 1998). The National Research Council (1992)
recommended the routine use of sensitivity tests to evaluate
the effects be a routine part of meta-analyses to ensure that
results are interpreted properly.

These elaborations on Safrit et al.'s (1988) inaugural efforts should

further the understanding of run test validity. If one or more of the

factors explored here affects run test validity, the results will help
clarify the boundaries of validity generalizations.

Methods

Literature Search

The literature search was conducted in two phases (Vickers,

2001a,

A.

B.

2001b) . Elements of the first phase were:

An initial list of articles was constructed from prior reviews
(Baumgartner & Jackson, 1982; Knapik, 1989; Safrit et al.).

A keyword search was conducted for the MEDLINE™, PsychlLit, and
Discus databases. The primary search terms were “maximal
oxygen uptake” paired with “run time” or “running” (Vickers,
2001a).

An ancestry search (Rosenthal, 1984; White, 1994) was
conducted. The full reference lists in the articles identified
in steps A and B were reviewed by title. Articles that
mentioned running and VO.x were added to the list of
potential data sources. The bodies of the articles were
reviewed to identify citations in sections that summarized
evidence relating physiological variables to running
performance. Those articles were added to the list of
potential data sources. ’

A year-by-year search was conducted by examining the tables of
contents for the Journal of Sports Medicine and Physical
Fitness, Medicine and Science in Sports and Exercise, European
Journal of Applied Physiology, and Research Quarterly for
Sports and Exercise.

The PubMed® database was searched to identify papers published
while the preceding steps were being completed.

The “related articles” option in PubMed was examined for each
new article found. This step extended the earlier ancestry
search.
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G. The catalogues at San Diego State University, the University
of California, San Diego, and the Naval Health Research Center
were searched to identify unpublished master’s theses,
doctoral dissertations, and technical reports.

The second phase of the search repeated steps B through D and G
of the first search (Vickers, 2001b). In this phase, the term
“threshold” was substituted for the oxygen uptake terms used in the
initial search. The objective in the second search was to determine
whether the set of studies identified in the first review could be
expanded by locating research that focused primarily on constructs
such as anaerobic threshold, ventilatory threshold, or onset of blood
lactate accumulation (Vickers, 2001b). Steps E and F were not repeated
because this portion of the review was completed relatively quickly.

The two searches identified 133 studies published between 1964
and 2000 with at least one run test that met the inclusion criteria
for this review. The median publication date was 1984. Most (83.4%)
studies had been published as journal articles. The other studies
included master’s theses, doctoral dissertations, technical reports,
and papers presented at meetings or symposia. The 133 studies
presented results for 166 samples. The median sample size was n = 23
(range = 7 - 866).

Study Attributes

The following information was extracted from each article when
available:

A. Year. The year of publication or presentation of the findings
was recorded.

B. Publication status. This variable was coded as journal article
or nonjournal publication.

C. Sample size. This variable was the number of participants who
contributed data to each correlation coefficient included in
this meta-analysis. In studies that reported more than one
coefficient, missing data meant that sample size varied from
one coefficient to another. In these cases, a separate sample
size was coded for each coefficient. When the computation of
an average effect size was necessary, the average was computed
using the actual sample size for each coefficient. The
smallest sample size for any coefficient in the set used to
compute the average then was used as the sample size for the
computations reported in this review.

D. Age. The average age for the participants was recorded when
reported. If a study reported only an age range (e.g., 8- to
10-year-olds) or an implied age range (e.g., 6th to 9th grade
students), the midpoint of the range was used to estimate
sample age. The midpoint is a reasonable estimate if the age
distribution is approximately uniform over the range. Age was
not estimated for samples described as “college-aged” or
“college students” because of the risk of erring by several




Modeling Run Test Validity

years. The age range for college students is wide and seemed
likely to vary from one institution to another. The
distribution almost certainly is not uniform over the range,
even if the range were known. Thus, knowing that a sample was
drawn from a college population provided too little
information to estimate average age with confidence.

. Gender. This wvariable was coded male, female, or combined male

and female. Analyses assessing gender effects compared samples
of males with samples of females. The samples that combined
males and females were omitted from the analyses assessing
gender effects.

. Running experience. The basic categories for this variable

were coded as untrained or endurance athlete. The variable
also included codes for "other athlete"™ (i.e., any athlete who
did not train for endurance running), and mixtures (i.e.,
samples with some combination of the other 3 categories).
Analyses to assess the effects of running experience
contrasted just the first two groups. Samples characterized as
recreational runners were placed in the untrained category.
The experience concept was intended to differentiate people
who had run competitively from people who had not. Competitive
runners were expected to know their limitations with greater
precision and to understand the running strategy that would
get the best performance from their abilities. Recreational
runners might not have tested their upper limits in their
running and would be expected to have less experience at
maximizing their performance. Marathon runners were the
exception to this rule. Given the amount of training typically
involved in preparing for a marathon, all runners who
participated at this distance were classified as endurance
athletes.

. Method of measuring maximum oxygen uptake (VOamx Protocol).

Oxygen uptake measurement protocols varied from study to
study. The differences were coded in terms of the major
elements of the protocol. These elements were the exercise
performed and the methods used to measure oxygen uptake. The
protocols were coded as continuous treadmill with open
spirometry (CTO), continuous treadmill with Douglas bag (CTB),
intermittent treadmill (IT), and all other procedures (Other).
Analysis of specific protocol attributes (e.g., frequency and
magnitude of increases in treadmill speed and/or slope) was
beyond the scope of this review.

. Maximal aerobic capacity (VOzwx). The average maximal oxygen

uptake in ml-kg™l'min™ for the sample was recorded when
reported. A few studies reported data for individuals, but did
not report the average. The author computed the average in
these cases. VOznx and VOyp..x Wwere treated as equivalent
measures.

Standard deviation of VOzpaxy (SDVOamx) . The sample standard
deviation for VO,m.x was recorded when reported or could be
computed from raw data reported in the study. Care was taken
to distinguish between studies that reported the standard
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error of the mean (SEMs) and those that reported the standard
deviation. When the SEM was reported, the standard deviation
was computed by multiplying the SEM by the square root of the
sample size.’

J. Distance. This variable was a constant for all participants
when the run covered a fixed distance (e.g., 5 km). The
average distance was recorded for fixed-time tests (e.g., 12
min).

K. Time. This variable was the set duration for fixed-time tests.
Average time was recorded for fixed-distance tests.

L. Validity Coefficients. The validity coefficients were Pearson
product moment correlations of VOg.x with running performance.
The database included one coefficient for each of the 166
samples covered in the review. Several steps were taken to
ensure that coefficients were comparable across samples.
First, the sign of the correlation was reversed when
performance was measured as the time taken to run a fixed
distance. The typical correlation in this case initially was
negative. Other performance criteria, such as the distance
covered in a fixed-time run or the average velocity in a
fixed-distance run, produced positive correlations. A positive
correlation seemed more natural when making generic statements
about the association (i.e., high VOy,.x = good performance).
After reversal, the database included only one negative
correlation for a run that met the current endurance test
criteria. This negative relationship was a case in which high
VO.max actually was associated with poorer performance. The
finding presumably was a chance result. The great
preponderance of evidence, therefore, paired high VOpn., values
with better than average running performance.

Validity coefficients were averaged when more than one
relevant correlation was reported for a sample. In earlier
reviews relating validity to the distance/duration of the run,
Vickers (200la, 2001b) treated each run test as a separate
case. This approach made it possible to analyze the
relationship between validity and distance/time in detail in
those studies. However, the results of those earlier analyses
were used to limit the present review to run tests that shared
a common validity within test type (i.e., fixed-distance or
fixed-time). Given this restriction, each qualifying
coefficient reported for a given sample estimated that common
validity. Under these conditions, the average was the best
estimate of run test validity in that sample.

! Kearney and Byrnes (1974) reported a small SDVO,m.x. A figure in the paper

showed a wide range of values. The present author estimated individual data
values from the figure. Analysis of the estimates indicated the reported
SDVO.may really was the SEM. The SEM adjustment therefore was applied to the
reported SDVO,pax.
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An exception to the averaging procedures was made when a
study reported both fixed-distance and fixed-time tests for a
given sample. Vickers (200la,b) showed that average validity
differed for the two types of test. This difference made
averaging across test types inappropriate because two distinct
parameters apparently were involved. In fact, test type was
one variable that was to be examined in this review. Thus,
fixed-distance and fixed-time tests reported for a given
sample were kept separate. This decision meant that 3 samples
were represented in the data set by a coefficient for one or
more fixed-distance tests and by a separate coefficient for a
fixed-time test.®

Analysis Procedures

Rosenthal and DiMatteo (2001) captured the spirit of meta-
analytic data analysis in two observations. “Meta-analysis is not
inherently different from primary data analysis; it requires the same
basic tools, thought processes, and cautions” (Rosenthal & DiMatteo,
2001, p. 78). “The best quality scientific exploration is often one
that poses unadorned, straightforward questions and uses simple
statistical techniques for analysis” (Rosenthal & DiMatteo, 2001, p.
68) .

The preceding quotes have been noted because meta-analysis can
appear to be more complex than primary data analysis. Any meta-
analysis involves a number of decision points (Wanous et al., 1989).
Also, effect sizes are analyzed rather than raw data. Despite these
differences, meta-analysis basically involves a set of standard issues
and concerns analogous to those encountered in the design, conduct,
and analysis of a primary study. The decision processes are analogous
to common research design decisions, such as the design of a sampling
frame and treatment of outlier data points. The statistical analyses
rely on the same computational procedures used to compute descriptive
statistics, analysis of variance (ANOVA), and regression in the
analysis of primary data.

Standard computerized data analysis packages can be used to
conduct meta-analyses (Hedges & Olkin, 1985). In the present case, the
SPSS-PC (SPSS, Inc., 1998a, 1998b) program was used to perform the
following analytic steps:

A. Olkin and Pratt’s (1958) correction for sample bias in the
estimated correlations was applied. Hedges and Olkin (1985) noted

8 Knowlton and Gifford (1972) included fixed-distance and fixed-time tests
that qualified for this review. However, a correlation was reported only for
the fixed-time test. An estimate of the fixed-distance correlation could have
been derived from the reported proportion of variance explained. However, a
decision to use only the reported correlation was made in the initial review
of the article (Vickers, 2001b). That decision was carried over to the
present paper to base analyses on a consistent set of data.
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that this correction is most important when 0.4 < r < 0.6 and
sample size is small (e.g., n < 15). The average correlation and
median sample size in the present analyses were slightly higher
than these figures, but the correction was retained to keep the
analysis procedure comparable to those used by Vickers (200la,
2001b) .

Fisher’s r-to-z transformation was applied to normalize the
distribution of correlations (Hays, 1963). The data points
analyzed, therefore, are labeled zyr; as a reminder that they
are unbiased, Fisher-transformed estimates of the population
correlations for a given sample, denoted by the “i” in the
subscript. '

The zyr;) Were averaged when more than one correlation was
reported for a sample. Vickers (200la, 2001b) did not average
because there was reason to believe that runs covering different
distances would have different validity coefficients. However,
those analyses showed that the endurance runs considered here
shared a common average correlation. Averaging, therefore, was
appropriate because the correlations were believed to estimate a
single population parameter. Averaging avoided statistical
problems associated with nonindependence of observations (Becker
& Schram, 1994; Steiger, 1980). Four exceptions were made with
regard to averaging. Two correlations reported by Iwaoka, Hatta,
Atomi, and Miyashita (1988) differed so widely that an average
seemed likely to misrepresent the data. This study (N = 10) was
dropped from the analysis. Three studies reported both a fixed-
time test and a fixed-distance test (McNaughton, Hall, & Cooley,
1998; O’Donnell, Smith, O’Donnell, & Stacy 1984; O’Gorman,
Hunter, McDonnacha, & Kirwan, 2000). In these instances (XN =
89), the correlations were treated as separate cases to simplify
the examination of test type as an influence on validity. After
averaging, the data set consisted of 169 effect size estimates
from 166 samples of subjects who participated in 133 studies. Ten
of 5,767 participants had been dropped. The 89 participants who
completed both fixed-time and fixed-distance tests comprised 1.5%
of the total participants who contributed data to the analyses.
This slight departure from independence of the correlation
coefficients was accepted to increase statistical power when
testing of differences between types of run test. The risk that
the lack of independence would seriously distort the analyses
appeared minimal.

Each correlation was compared with a predicted value (i.e., 2zyruy
~ Zyrsy”) . The predicted values were familiar elements of
standard analysis procedures. For example, the predicted values
in one ANOVA were the sample-size-weighted means for 4 different
methods of measuring VOzm.x.- The predicted values in another
analysis were determined from the regression of zyp on the
logarithm of distance.

The difference between the observed and predicted values was
standardized. This was accomplished by dividing zyri) - 2Zuve’ by
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the standard deviation for the transformed correlation (i.e.,
1/V[N; - 31).

F. The standardized value for the difference was squared to produce
a x? with 1 degree of freedom (df) (Hays, 1963).

G. The x? values for all correlations in the analysis were summed to
produce an overall x? that was the summary fit statistic for the
model.

H. The x? values for competing models were compared to determine
which model best accounted for the observed variation in the
correlations.

This somewhat detailed summary shows that meta-analytic
computations revolve around the size of differences between observed
values and the predicted values estimated from different statistical
models. These computations are directly analogous to the deviations
and/or residuals computed for descriptive statistics, ANOVA, or
regression analyses of raw data. Also, the statistics used for
comparing alternative models are comparable to using incremental
variance explained in stepwise primary data analyses.

Meta-analysts must choose between FE and RE models (Hedges &
Olkin, 1985; Hedges & Vevea, 1998; Raudenbush, 1994). An RE model was
the intended end point of this review. This end point was selected to
provide a suitable basis for drawing the widest possible inferences
about run test validity. Developing a FE model would limit the
inferences to studies similar to those in the review (cf., Hedges &
Vevea, 1998).

This review adopted a two-stage analysis approach even though an
RE model was the intended end point. FE models were used for initial
screening of effects. FE models have a smaller error variance term
than RE models (Becker & Schram, 1994; Erez, Bloom & Wells, 1996;
Hedges & Vevea, 1998). FE significance tests will be lenient when an
RE model is appropriate. Lenient tests in the initial analyses reduced
the risk that one or more influences on run test validity would be
prematurely eliminated from consideration for the multivariate
validity model. Also, an FE model is the point of departure for
estimating the additional RE variance in the Hedges and Vevea (1998)
approach used here. Thus, significant FE effects were examined further
in the second stage of the analyses by computing an RE model following
procedures described by Hedges and Vevea (1998). Comparing results
from the FE and RE models provided a sensitivity test for model choice
as recommended by the National Research Council (1992).

Analyses were conducted with the general linear model (GLM) and
linear regression procedures in SPSS-PC (SPSS, Inc., 1998a, 1998b).
The weighted least squares option in each procedure was used with (n -
3) as the weight for each transformed correlation. Using this
weighting option, the sums of squares reported in the analysis results
are x?values (cf., Hedges & Olkin, 1985, pp. 235-241). The GLM
procedure was used when bivariate analyses involved discrete groups
(e.g., males and females) and for the construction of multivariate

10
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models. Linear regression was used when a bivariate analysis involved
a continuous variable (e.g., age).

The SPSS GLM routine was employed to combine variables into an
overall predictive model. The continuous variables retained for this
step in the analysis were entered as covariates. The GLM routine also
was used to evaluate interaction terms. These analyses used the unique
sums of squares option to estimate the contribution of a given
predictor independent of the other predictors in the model. Following
the GLM analysis, the SPSS regression routine was used to provide the
final mathematical form of the model. The regression routine also
provided regression diagnostics to identify outlier and influential
data points (Belsley, Kuh, & Welsch, 1980; Stevens, 1984).

Results
Methods Analysis

All 3 methods variables predicted validity in the FE analyses:

A. Test Type. Fixed-time tests (r = .801) were more valid than
fixed-distance tests (r = .726; x® = 36.79, 1 df, p < .001).°

B. SDVOsmx. Validity increased with SDVOyn.x (r = .315; xz = 46.85, 1
df, p < .001; zy' = .520 + .0672*SD).

C. VOsmx Protocol. CTO validity (r = .704) was lower than that for
other procedures (CTB, r = .783; IT, r = .783; Other, r = .786;
x> = 38.38, 3 df, p < .001).

The small differences in the average validities for the CTB, IT,
and Other VO,m.x protocols suggested that those 3 procedures could be
considered equivalent. Analysis of a dichotomous contrast between CTO
and all other protocols confirmed that the dichotomy had virtually the
same explanatory power as the 4-group classification (x* = 38.35). The
difference between the explanatory power of the dichotomy and that of
the 4-group classification was trivial (Ax*= 0.03, 2 df, p > .985).
Therefore, subsequent analyses treated VO, Protocol as a dichotomy
contrasting CTO with all other VO, protocols.

Multivariate Methods Model

A multivariate model was developed to determine the minimum set
of variables required to extract the explanatory power from the set of
methods variables. The GLM routine was employed with Test Type and
VOsmax Protocol as FE group classification variables and SDVOazn.x as a
continuous covariate. The analysis was limited to main effects because
some Test Type-VOsm.x Protocol combinations were studied too
infrequently to place much confidence in the detailed cell means that
would be fitted if interactions were included in the model.

® These figures differ slightly from values reported in Vickers (2001b). The
difference occurs because validity coefficients for each study were averaged
in the present analyses. Each coefficient was treated separately in the
earlier work.
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The overall model was significant (x® = 96.47, 3 df, p < .001).
The largest effect was Test Type (X = 44.17, 1 df, p < .001). SDVOzmax
produced the next largest effect (x? = 30.04, 1 df, p < .001). The
effect of VO,mx Protocol was notably smaller than the others (x2 =
9.09, 1 df, p < .001). Expressed as a regression equation, the model
was:

Zyry’ = 0.276T + .097V + .056S + .133 (Equation 1)

where “T” indicates Test Type (1 = Fixed distance, 2 = Fixed time),
“y” jindicates the VO,u.x Protocol (l= CTO, 2 = All Other), and “S”
indicates SDVOmex in ml-kg™'-min7t,

Population Attributes

Population attributes might affect run test validity (Baumgartner
& Jackson, 1982). If so, any attributes that affect validity would be
bases for dividing the general population into subgroups with
different validities. Meta-analysts would refer to the relevant
attributes as moderators of run test validity (Hunter & Schmidt,
1990).

A. Gender. The difference between males (r = .726) and females
(r = .755) was nonsignificant (x?® = 3.80, 1 df, p > .051,
critical N = 1864) in the simple bivariate analysis.!!
However, the average validity for males (r = .766) was lower
than that for females (r = .804) after controlling for
methods. This difference was statistically significant (x*®=
5.46, 1 df, p < .020), even though the absolute magnitude was
small (critical N = 781).

B. Age. Validity was not related to age (r = -.015; x*= 0.12, 1
df, p > .729; x*= 0.27, 1 df, p > .603 controlling for
methods) .

C. Experience. Run tests were equally valid for endurance-
trained athletes (r = .727) and untrained individuals (r =

.733, x>=0.13, 1 df, p > .718; x*= 0.70, 1 df, p > .402
controlling for methods).

D. Fitness. Average VOym., was not related to validity (r = -
.059; x2 = 1.67, 1 df, p > .196; x*= 0.03, 1 df, p > .862
controlling for methods).

0 Any difference in validity coefficients would be significant given a large
enough sample size. Critical N is the smallest sample size that would make
the observed difference significant at p < .05 (Hoelter, 1983). Effect sizes
with a critical N > 200 can be considered too small to be important. Critical
N is reported here to provide context for interpreting the observed
difference.

1 The critical Ns for differences between groups were computed using the

estimated standard deviation V[l/(Nl - 3) + 1/(N, - 3)] (Hays, 1963, p. 532).
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E. Interaction effects. Six 2-way interactions were analyzed.'

The interactions of Athlete with Gender (x*= 0.81, 1 df, p >
.368) and Athlete with Age (x* = 1.53, 1 df, p > .216), were

not significant. The interactions of Gender with Age (x?
4.47, 1 df, p < .035), Gender with VOjpax (x =8.79, 1 df, p >
.001), Athlete with VO, (x° = 14.47, 1 df, p < .001), and
Age with VOumx (x* = 8.66, 1 df, p < .001) were statistically
significant.

No interaction involving gender was significant controlling for

“methods (Gender-Age, ¥x? = 0.27, 1 df, p > .604; Gender-VOnax, x? = 0.04,

1 df, p > .841). The Athlete-VOypax (x* = 4.05, 1 df, p < .045) and Age-
VOsmax (X2 = 7.06, 1 df, p < .001) interactions remained significant
controlling for methods when analyzed separately.

The Athlete-VO,m.x interaction was not significant (x® = .003, 1
df, p > .956) when the two remaining interactions were combined with
methods in a single overall model. The Age-VO,.x interaction was
significant in these analyses whether the Athlete-VO;max 1nteract10n was
in the model (x? = 7.07, 1 df, p < .001) or removed from it (x = 9,72,
1 df, p < .001).

Random Effects Model

Hedges and Vevea' s (1998) methods were employed to estimate an
RE methods model. The x? for the 3—var1able RE model (x? = 26.38) was
much smaller than that for the FE model (x2= 97.82)." VOymx Protocol
was not a significant predictor (x =1.14, 1 df, p > .714), so a
revised RE model was computed with Test Type (x = 10.36, 1 df, p <
.001) and SDVOpmax (X?= 15.17, 1 df, p < .001) as the only predictors.
Expressed in regression form, the resulting 2-variable RE model was:

Zpe! = .262 + (.071*S) + (.227*T) (Equation 2)

The 2-variable RE model was based on more data than the 3-variable
model. Missing data limited the 3-variable model to 147 samples. VOzmax
Protocol was the only missing data for 8 samples. The 2-variable RE
model, therefore, was based on 155 samples. Both predictors
contributed significantly to the explanatory power of the model

12 The GLM procedure specified the model as main effects plus the interaction
effects of interest. When the interaction involved a continuous variable, the
interaction test was a test for parallelism of regression lines (Walker &
Lev, 1953).

13 The smaller xz for the model was expected because this x2 is the sum of the
squared standardized differences between predicted and observed values (Hays,
1963) . Adding RE variance to sampling variance increases the estimated
overall variance, so the standard deviation used in the standardization
process increases. As a result, z values decrease, and the sum of the squared
z values decreases. The latter sum is the overall model xz, so changing from
an FE to an RE analysis is expected to decrease this overall indicator.

13




Modeling Run Test Validity

Table 1. Comparison of FE and RE Predictions

Confidence Interval

Predicted Lower Upper

Test Type Model r Bound Bound
Fixed Distance FE .706 .690 .722
RE .724 .694 .750

Fixed Time FE .822 .797 .845
RE .815 . 769 .853

Note. Estimates computed with SDVOp,., = 6.00. Confidence intervals were

computed using Hedges and Vevea'’s (1998) Equation 12. The Iw; was based on the
weights for the correlations for each test type, not for the full data set.

(SDVOsmaxs X2 = 20.80, 1 df, p < .001; Test Type, x* = 10.89, 1 df, p <
.001) .

The effects of shifting from an FE model to an RE model cannot
be determined by contrasting Equations 1 and 2. These equations
represent different subsets of cases as well as different statistical
models. Therefore, a 2-variable FE model was developed:

zge" = .194 + (.067*S) + (.284*T) (Equation 3)

The effect of changing from an FE to an RE model can be determined by
comparing the coefficients in Equation 3 to those in Equation 2. The
RE intercept was higher and the RE coefficient for Test Type was

lower. The RE coefficient for SDVO,.x was virtually identical to the FE
coefficient for this predictor.

The Age-VO,mnx interaction was reevaluated after establishing the
RE model. The interaction had been weak in the earlier analyses and
might be statistically nonsignificant given the larger estimated
sampling error in the RE model. This interaction was not significant
in the RE model (x®= 1.87, 1 df, p > .171)."

Table 1 gives the validity estimates derived from the 2-variable
FE and RE models (i.e., Equations 3 and 2, respectively). These
estimates were obtained by computing zy, then reversing Fisher’'s r-
to-z transformation. Relative to the FE model, the RE model produced a
slightly higher estimated validity for fixed-distance tests and a

14 Hedges and Vevea’s (1998) RE modeling methods require iterative estimation
of the weights. Two iterations were employed in the interaction model. The
excess xzat that point was only 0.51. Experience with this procedure in other
analyses in this data set indicated that the impact of this residual excess
on the weight variable would be so small that it would have no noticeable
influence on the xzvalues for the model if the analyses were extended beyond
the second iteration.
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slightly lower estimated validity for fixed-time tests. The choice of
model had more effect on confidence intervals for the validity
coefficients. The interval increased by .022 for fixed-distance tests
and by .036 for fixed-time tests.

Outliers and Influential Data Points

Meta-analyses should include checks for the presence of
outlier/influential data points (Hedges & Olkin, 1985; National
Research Council, 1992). In this study, the search was initiated by
fitting Equation 2 to the data as a regression model. The studentized-
deleted residual, Cook’s d, the centered leverage value, and DFFIT
(cf., Belsley et al., 1980) were saved as indicators of the effect of
each observation on the fit of the overall model to the data. Tukey’s
(1977) definition of an extreme data point was used to identify
influential data points in box plots of these indicators.'®

Eight validity coefficients were identified as influential data
points. In 7 cases, the identification was based on an extreme value
for Cook’s d. In the 8th case, the identification was based the
centered leverage value.

The initial identification was followed up by a detailed
analysis of the nature of the influence of the extreme data points.
The detailed analysis examined the impact of each data point on the
regression coefficients for the model. The DFBETAs from the regression
were used to indicate this effect (cf., Belsley et al., 1980). Six of
the 7 coefficients with extreme Cook's d values were extremes in the
distribution of DFBETA for SDVOyu.x. Figure 1 (p. 16) shows that 5 of
the 6 cases stood out from the bulk of the data because they combined
a large SDVOjn.x with low validity. These 5 cases have been labeled as
SDVO,mx Outliers.

The fact that most of the influential data points shared a common
characteristic made the exploration of this subset interesting. Thus,
outlier effects were evaluated initially by eliminating just the 5
studies with extreme Cook’s d values and extreme DFBETA for SDVOjpaex.

Removing the 5 influential data points increased the explanatory
power of the FE model (x? = 95.42 to x* = 136.62). This increase in
variance explained was obtained even though the total x? decreased (x?
= 472.52 to x®> = 446.74). Using the Tucker and Lewis (1973) index

An RE model was constructed with the 5 SDVOj.x extremes deleted.
As with the FE models, dropping the influential data points increased
the overall explanatory power (x? = 30.55 to x? = 62.93).'® The

> An extreme is a data point that is more than 3 times the interquartile
range above the upper limit of that range or more than 3 times the range
below its lower limit (Tukey, 1977).

6 71T values did not change. The RE computations produce a finalx2 ~ degrees
of freedom, so TLI =~ 1.00 regardless of total xz.
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Figure 1. Plot of z,s; vs. SDVO2max

correlation between SDVOyn.x and validity increased from r = .328 to r =
.508. The correlation between Test Type and validity decreased from r
= .231 to r = .224. The 2-variable RE model with outliers removed was

zge'! = .059 + (.115*S) + .(197*T) (Equation 4)

Comparing Equation 4 to Equation 2, removing the influential data
points lowered the intercept by .203, raised the SDVOy.x coefficient by
.044, and lowered the Test Type coefficient by .030.

The other 3 coefficients initially identified as possible
influential data points were reconsidered after fitting the RE model.
First, their outlier status was determined with Equation 4 as the
frame of reference. Only Johnson, Oliver, and Terry’s (1979) sample of
100 males was extreme in this reassessment. This sample combined a
large SDVOzn.x (8.59) with high validity (r = .90). However, the data
point appeared to be influential primarily because of its large sample
size rather than because this combination of validity coefficient and
SDVO,nax Was exceptional. This inference is based on the evidence in
Figure 1 showing that a number of other data points close to Johnson
et al. (1979) were not influential. However, the Johnson et al. (1979)
sample size was much larger than the average for this review.
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Dropping the 3 additional possible influential data points had
little effect on the model. Bivariate correlations of validity with
the predictors were smaller (SDVOomsx, r = .508 to r = .471; Test Type,
r = .224 to r = .190), and the FE model had less explanatory power (x?
= 136.62 to x> = 96.49; TLI = .445 to TLI = .362). However, the
regression coefficients for the model were largely unaffected. The
coefficient for SDVO,.x was .006 lower. The coefficient for Test Type
was .004 lower. Thus, the primary effect of dropping these 3 cases was
an increase in the intercept from .059 to .098.

On the whole, removing the 3 additional data points reduced the
explanatory power of the model without changing its structure.
Therefore, Equation 4 provided a model that combined wide coverage of
the data with robustness to outlier/influential data points. Equation
4 was adopted as the final RE model.

Sensitivity Analyses

Meta-analytic findings should be checked for sensitivity to
factors that might bias estimates (National Research Council, 1992).
Sensitivity evaluations in this review produced the following:

A. Search strategy. The average correlation for the search based
on VOuax (r = .743) was not significantly different from that
for the search based on threshold constructs (r = .715, ¥* =
2.67, 1 df, p > .102).

B. Publication status. The average correlation for published
studies (r = .753) was higher than that for unpublished
studies (r .703, x®= 13.12, 1 df, p < .001). However, a
single study had a major influence on this result. Dropping
Fitzgerald et al. (1986) from the analysis reversed the
difference (unpublished r = .794, x* = 5.16, 1 df, p < .024).

C. Publication date. Correlations were slightly higher for
earlier studies (zu’ = 6.407-.0028*Year), but the trend was
not significant (x> = 1.94, 1 df, p > .163).

D. Choice of weights. The average Fisher-transformed correlation
was r = .737 without weights compared with r = .740 with FE
weights and r = .754 with RE weights.

E. Fisher-Transformation. Hunter and Schmidt’s (1990) wvalidity
generalization approach to meta-analysis analyzes raw
correlations rather than Fisher-transformed correlations. The
unweighted average raw correlation was r = .681 for the 155
correlations in the final RE model. The weighted average was
r = .707. The Fisher-transformed values were .056 and .047
higher, respectively (see paragraph D).

F. Underpowered studies. Kraemer et al. (1998) noted that
studies with low statistical power can bias meta-analyses.
Many coefficients in the present analysis were estimated in
small samples, so lack of power was a concern. To evaluate
the effect of sample size, analyses were repeated with just

those correlations estimated in samples with N 2 15. That
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sample size gives a power of .80 for a l-tailed p < .05
significance test when r = .70. The sample size restriction
eliminated 23 (15.3%) of the 150 samples that contributed to
Equation 4, but had little effect on the model. The X
dropped from 136.62 to 125.60. The regression coefficient
decreased by .001 for SDVO;mx while that for Test Type
increased by .001. The intercept was .056 lower, and TLI
decreased from .445 to .417. On the whole, the inclusion of
underpowered studies had limited effects on the model.

G. Large study effects. Meta-analyses often include a few large
samples among a number of much smaller samples (Osburn &
Callender, 1992). In this review, Fitzgerald et al. (1986)
provided 1,091 of the 5,757 observations for the study. The
reported validity for the male sample in this study was lower
than expected based on Equation 4 (x? = 22.67), so Fitzgerald
et al.’s (1986) results might have had a substantial impact
on estimation of model components. The basic bivariate
analyses were repeated with Fitzgerald removed along with the
5 SDVOuax—validity outliers. The results in this reduced data
set were basically the same as those in the original
analyses. The methods model became zy’ = .101 + (.107*8) +
(.206*T) (x* = 114.19; TLI = .447). Thus, Fitzgerald et al.
(1986) contributed to the misfit of the model, but did not
distort the form of the moddel.

Run Test Precision

The results to this point suggested that endurance runs are
valid estimators of aerobic capacity for all types of people. Given
this observation, the study was extended to address another question.
How precise are the VO,,.x estimates derived from endurance run
performance?

The question was answered by computing standard error of
estimate (SEE) for each sample:

SEE; = V(1 - r;%) * SDVOzmaxy

The subscript indicates the i*" sample, and r is the raw (i.e.,
uncorrected, untransformed) validity coefficient for the sample.

Fixed~time and fixed-distance tests were considered separately.
The higher average validity of fixed-time tests suggested that these
tests would have a smaller SEE than fixed-distance tests.!” Analysis
supported this view:

77 smaller SEE would be expected if SDVO;n.x were the same for both types of
test. Preliminary analyses suggested this condition was satisfied. The
unweighted average SDVO;,.x was comparable for fixed-distance (SD = 5.86 ml'kg™
bmin™?) and fixed-time (SD = 5.78 ml'kg™''min~') tests. Median values were even
closer (5.82 ml'kg”'min™* vs. 5.85 ml'kg ' min~!). Boxplots identified several
SDVOynmax Outliers among the fixed-distance tests, so the comparison was
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A. Fixed-distance tests. The unweighted SEE was 3.85 ml-kg™*+min”*
(median = 3.78 ml-kg™!-min™}; range = 1.20 - 6.38 ml-kg”''min™') on
the average. The weighted average was 4.20 ml-kg™-min™ (median =
4.50 ml-kg'-min™') using N - 1 as the weighting factor.

B. Fixed-time tests. The unweighted SEE was 3.34 ml-kg'-min™
(median = 3.34 ml-kg'-min™!; range = 2.51 - 5.23 ml-kg™''min™') on
the average. The weighted SEE was 3.41 ml-kg™':min™ (median =
3.37 ml-kgt-min™).

The SEE differences between tests type were larger than expected
based on the average validity coefficients for the 2 test types. The
difference might be explained by a stronger relationship between
validity and SDVOyn., for fixed-time tests than for fixed-distance
tests. A multivariate analysis of covariance (MANCOVA) was conducted
to test this possibility. Test Type was the group classification
variable, and SDVO,mx was a covariate. The statistical model included a
test for the interaction between Test Type and SDVO;.x. The statistical
test indicated that the slope of the regression of Zzus;’ on SDVOznax
differed significantly between the test types for the full data set (%
= 17.92, 1 df, p < .001) and for the reduced data set with the 5
influential data points removed from the analysis (x*= 9.59, 1 df, p <
.001).

Separate regression equations were computed for fixed-time and
fixed-distance tests following the MANCOVA. This analysis corresponded
to the common practice of decomposing statistically significant
interaction effects into simple main effects. The analyses used SDVOzmax
to predict 2zuri). The results were:

A. Fixed-distance tests. The regression (Zyr(i)! = .0738*SD + .447)
was statistically significant (r = .332; x® = 37.44, 1 df, p <
.001) . Residual variation was significant (x? = 302.26, 123 df, p
< .001) and goodness of fit was low (TLI = .l62.

B. Fixed-time tests. The regression (zZus(;)' = .153*SD + .221) was
significant (r = .799; x® = 45.90, 1 df, p < .001). Residual
variation was not significant (x2 = 25.99, 24 df, p > .353) and
goodness of fit was high (TLI = .956).

The volume of missing data for SDVO,n.x in fixed-time studies was
a significant concern when interpreting these findings. The observed
differences might have been obtained because the 26 fixed-time tests
with SDVO,..x values were not representative of this test type. In fact,
the average validity coefficient was significantly higher in studies

repeated for 124 fixed-distance samples with sample SDVO;nx values between 2.0
ml-kg?-min? and 10.0 ml-kg’-min™'. Also, the weights were changed to N - 1 to
reflect the weight actually used in computing the standard deviations. These
changes increased the average SDVOpu.x for fixed-distance tests (mean = 6.11
ml-kgl-min?; median = 6.30 ml-kg™'-min™') and fixed-time tests (mean = 6.24
ml-kgl-min?; median = 6.12 ml-kg ' min™').
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with reported SDVOyn.x estimates (rujen = .828 VS. Zuyithout = .154, x2 =

11.70, 1 df, p < .001).'®
Discussion

Two competing interpretations, one a substantial departure from
Safrit et al.'s (1988) conclusions, could be proposed for the
findings. If the difference between fixed-time and fixed-distance
tests were emphasized, the run test validity estimate would increase

from r = .66 to r = .82. With correction for attenuation due to
measurement error, the estimated true validity would increase from r =
.75 to r = .94. After correcting for restriction/enhancement of range

effects, these validity estimates would apply to all populations and
all situations. The overall conclusion would be that run test
performance has a virtually perfect correspondence to VOxax in all test
settings.

The findings from the fixed-time tests should not be emphasized
at this time. There is no logical theoretical basis for the difference
between test types, and the existence of empirical differences is
debatable. To begin with, studies that included both fixed-time and
fixed-distance tests have either shown no difference (McNaughton et
al., 1998, r = .87, n = 32; O’Gorman et al., 2000, r = .67, n = 15) or
higher validity for fixed-distance tests (Knowlton & Gifford, 1972, r
= .66 vs. r = .56, n=20, z=0.38, p> .703, 2-tailed; O'Donnell,
Smith, O’Donnell, & Stacy, 1984, r = .83 vs. r = .72, n= 42, z =
1.75, p > .08, 2-tailed). Taken together, these studies suggest no
difference between the different types of run test. Note, however,
that the total sample size is modest. Even if validity does differ
between the two types of test, the claim that the validity of fixed-
time tests is more generalizable than that of fixed-distance tests may
be based on a biased subset of the data. Only 68% (26 of 38) of
available studies were included in the analysis that would be the
basis for claiming complete generalizability of fixed-time validity.
The possibility of bias in this subset of fixed-time studies is
evident in the fact that the average validity coefficient was
significantly lower in the 12 studies that were not included in the
analysis because of missing SDVO,m.x values. The test type difference
should be studied further, but it is not established well enough at
this time to make it the basis for overall conclusions. The remainder
of this discussion, therefore, treats all endurance run tests as a
single group.

18 gunter and Schmidt’s (1990) validity generalization (VG) approach was
applied to the fixed-time data to further assess the generalizability of
these tests. This analysis showed that SDVO,mx accounted for 61.1% of the
variation in validity coefficients for the fixed-time tests. The reliability
of VOyax tests and sampling variance accounted for another 35.0% of the
variation. The total variation explained (96.1%) was well beyond Hunter and
Schmidt's (1990) recommended 75% criterion for stopping the search for
moderator variables.
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Safrit et al.’s (1988) major findings have been updated in two
regards. The estimated validity of endurance run tests increased from
r= .66 to r = .75. One reason is that Safrit et al. (1988) included a
significant proportion of runs that were too short to be included in
this review. Comparing the weighted average of the raw correlations in
this review (r = .71, p. 19) with Safrit et al.'s (1988) data, the
criterion difference accounted for approximately .05 of the validity
increase. This effect was predictable because earlier examinations of
the relationship between test run distance/duration showed that more
stringent criteria used here were needed to maximize validity
(Vickers, 2001la, 2001b). The choice of meta-analytic procedure also
contributed to the difference. Averaging raw correlations
underestimates the population correlation; averaging Fisher-
transformed correlations overestimates this value (Silver & Dunlap,
1987). Given these biases, the true population correlation value
should be in the narrow range from r = .71 to r = .75.

This review also reinforced Safrit et al.'s (1988) assertion that
the run test validity coefficient does not generalize across test
situations. The analyses took a different statistical route to this
conclusion by beginning with an FE model, then shifting to an RE model
when the data showed significantly greater than chance residual
variation. Translating the excess variation into an estimate of RE
variance produced an RE interval that ranged from r = .52 to r = .87.1°
This interval could be narrowed by further research. The
identification of sources of variation in validity that are not in the
current model would narrow the range by reducing the RE variance.
However, it may be unrealistic to expect substantial progress in this
regard. The RE variance may reflect the cumulative variation arising
from a number of causes and from interactions between those influences
(Raudenbush, 1994, p. 302). If so, further study is not likely to
change the range of probable values for run test validity.

The RE interval applies to all types of people. Age, gender,
fitness, and running experience did not affect validity. Pairwise
combinations of these attributes did not affect validity. The tests
for moderating effects of attributes on wvalidity should provide an
accurate statistical basis for inference. The specific meta-analysis
method should not affect the findings (Schmidt & Hunter, 1999). The
significance tests should yield appropriate inferences given the clear
evidence that an RE model is appropriate (Hedges & Vevea, 1998;
Overton, 1998). However, the inferences drawn are subject to
limitations of the data. Most samples consisted of people between 15

19 The RE interval is based on the RE variance for the final model. The
interval is 1.96*1 where 1 is defined by Equation 10 in Hedges and Vevea
(1998) . The assumption that the distribution is reasonable if the variance is
the sum of the effects of many small independent effects. The term "RE
interval"™ was chosen over "confidence interval" and "credibility interval”
because it is not clear that the interval of interest here corresponds to
either term as they are used in the meta-analytic literature (e.g., Whitener,
1990).
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and 40, so the evidence may understate age effects. The few studies
that have sampled younger and older participants have not produced
exceptional findings. However, additional studies of older and younger
individuals would be useful as verification that the few available
studies are representative of these populations. Also, tests for the
effects of motivation are conspicuous in their absence. Physical
fitness assessment experts have been concerned about this variable for
more than 20 years. The information provided in the studies reviewed
here did not provide any obvious basis for coding this characteristic.

Methods factors may be a promising area of investigation. The
coverage of these factors was limited to VO,mx measurement procedures.
Even those procedures were characterized in very general terms.
Specific VOsnax Protocol characteristics, such as the amount of warm-up
time, the method of setting initial work rate, the frequency and size
of the increments in work rate, and so on, conceivably could affect
the accuracy and reproducibility of the criterion measurements. If so,
those factors would increase the observed validity coefficients by
increasing criterion reliability. A detailed study of protocol
attributes was beyond the scope of this review, but it could be a
productive topic for future work.

VOsmax Measurements are central to run test validation, but other
methods factors also might account for some variation in validity
coefficients. For example, time of day, running surface, and weather
conditions might affect running performance. Performance also could be
affected by whether the run was a test (e.g., for school or military)
or a competitive race and whether it was completed individually or as
part of a group. Although running is a common activity, practice at
the specific run distance or time might help maximize performance.
Knowledge that any of these factors affected validity would be a basis
for better testing procedures. From the perspective of run test
validity, RE variance would decrease and the RE interval would narrow.
The narrower interval would apply to conditional validity determined
by the specific test conditions and methods. This potential benefit
shows that additional research effort may be worthwhile, but the
results of that effort should not be taken for granted. In the final
analysis, the RE variance may represent the confluence of a large
number of small effects involving a wide range of situational factors
and interactions among those factors. If the underlying sources of
variance are complex, the uncertainty associated with a model such as
the one developed here may be unavoidable.

Statistical artifacts affect run test validity. Samples with
greater variation in VOym.x tended to produce higher wvalidity
coefficients. This effect was anticipated on the basis of the well-
known effects of restriction/enhancement of range (Hunter & Schmidt,
1990) . The usual formula for correcting for these effects was replaced
by a regression analysis because differences in range can arise many
ways. The formula may not be appropriate in all cases (Sackett & Yang,
2000) . The regression technique used here made allowance for the
sample-to-sample differences and provided a simple equation for
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estimating the effects of VOpmx variability on run test validity. The
equation can be readily applied in any future studies to determine
whether observed validity coefficients are consistent with the data
summarized in this review.

This study did not allow for the effects of measurement error.
Corrections for this artifact are a recommended element of Hunter and
Schmidt's (1990) validity generalization approach to meta-analysis.
This omission should be a concern, but it probably is not critical.
Safrit et al. (1988) estimated that measurement error accounted for
17% of the variance in their review. The basic observations in this
study would not change if differences in reliability coefficients
accounted for the same proportion of observed variation. The 95% RE
interval would narrow by .10 (i.e., .59 to .84). The sizable gain
would still leave a wide range of plausible values. In fact, the
modest effect of removing this RE variance underscores the challenge
inherent in the current model. Future research would have to uncover
several strong influences on validity to narrow the RE interval
substantially.

This review provides a frame of reference for testing decisions.
In applied testing, a situation-specific validity study is needed only
if r = .52, the lower boundary of the 95% RE interval, is
unacceptable. In this case, a validity study would be have 39-to-1
odds of demonstrating that validity was higher than this minimum in
the test situation. If testing were undertaken merely to demonstrate
that the validity coefficient was greater than zero, the lower bound
of the RE interval could be used to estimate effect size when
conducting a power analysis. Given this reference point, the minimum
sample size required to achieve a power of B = .80 (p < .05, l-tailed)
would be N = 21.

The review findings also can help interpret validity studies. As
a starting point, the evidence should foster recognition that sampling
variance can yield small validity coefficients by chance even when the

true validity is moderate. For example, if r = .52 and N = 21, the
lower bound of the 95% confidence interval produced for the sample
estimate of validity is r = .33. The results summarized here might

motivate. the researcher to replicate the findings rather than
dismissing run tests as inadequate in the proposed testing situation.
Closer consideration of the implications of the RE aspect of the model
provided here would give further impetus to replication. The RE
variance implies that the results of any study are affected by the
unique configuration of causal influences present when the study is
conducted. Under the usual interpretation of random effects, any
replication of the original study will actually estimate a different
validity coefficient than in the first study. Although key elements of
the design can be reproduced, the full configuration of factors that
comprise the study conditions cannot. Factors such as temperature,
motivation of the subjects, and so on cannot be perfectly controlled
by the investigator. Other factors, such as measurement error, are
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inherently random and beyond the control of the investigator. The net
effect is that the result obtained in any attempt to replicate may
vary widely from the earlier estimate because the details of the
original situation are never perfectly reproduced. Finally, whether
the study is replicated or not, the interpretation of the evidence
cannot focus solely on the results obtained in the particular

sample (s) under investigation. A large body of evidence indicates that
validity is approximately r = .75. An extreme deviation in either
direction should be viewed with skepticism and interpreted with
appropriate caution.

The sensitivity analyses were encouraging. The basic validity
estimate derived from the review was not sensitive to a number of
potential sources of inaccuracy. Neither publication bias nor the fact
that the typical study had a small sample size appears to have much
effect on the findings. Search strategy affected the volume of
evidence available, but not the basic validity findings. The one
exceptionally large sample in the study had little effect on the final
model parameters. The adoption of an RE model contributed to this
observation because RE weights reduce the influence of large samples
relative to small samples. The choice of a meta-analysis model did
affect the findings, but those effects have been explored above. The
choice may affect details of the findings, but it does not appear to
affect the major empirical trends that have been interpreted in this
discussion. Outliers were present, but had little effect. One reason
is that only 3% of the validity coefficients were outliers. This
figure is low compared with estimates of 10% to 20% in other research
domains (Hedges, 1987; Hedges & Olkin, 1985). The outliers that were
present affected the goodness of fit of the explanatory model, but not
the parameters of the model.

Safrit et al. (1988) viewed the results of their review as a
framework for future studies. This review has reinforced and extended
that framework. Run tests are valid, but a single validity coefficient
does not generalize across test situations. The estimated validity was
higher (r = .75) in this review because of different inclusion
criteria and analysis procedures. The generalizability issue has been
clarified by providing an RE interval r = .52 to r = .87 for validity
coefficients. The RE interval appears to apply regardless of the age,
gender, fitness, or running experience of the population tested. The
interval also is not affected by the method used to measure VO, in
the laboratory. Statistical artifacts affect sample estimates of
validity, but substantial RE variance would remain even if the effects
of artifacts were completely eliminated. The reinforced and augmented
framework provided here remains a framework. Issues raised in the
interpretation of the findings suggest a number of lines of
investigation that could elaborate on that framework. Further
comparison of fixed-time and fixed-distance tests is the most pressing
issue. If test type differences noted here were replicated in
additional work, the uncertainties expressed above would be replaced
by a single validity that applied to all test situations. However,
details of the available evidence raise significant doubts that
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further investigation would reach this end point. The evidence
reviewed here should be a useful point of reference for the design of
future validity studies and, more important, the interpretation of the
findings from those studies.
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